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Abstract

Traditionally, pattern recognition has been concerned mostly with numerical data, i.e. vectors of real-valued features. Less often, symbolic representations of data have been used. A special category of data, symbol strings, have been neglected for a long time, partially because of a perceived lack of urgency and partially because of the high computational costs involved. Only recently, motivated by research in such diverse fields as speech recognition and computational molecular biology, symbols strings attracted more interest from the pattern recognition community.

Two large families of pattern recognition algorithms – those based on distance and those based on a kernel – can be applied to strings by defining a distance measure (and, in some cases, an average) or a kernel function on strings. String versions of self-organizing maps and LVQ have already been implemented in the context of speech recognition. However, they relied on feature distance, which has several drawbacks. Also, a number of kernels for strings are already known, but with a limited scope.

In this thesis, mathematically and biologically founded distance measures and averages, as well as kernels for strings are defined. Based on them, various classical algorithms for visualization, clustering, and classification are adapted for string data. The performance is tested on artificial and real-world data. It is shown that the algorithms can be applied on strings in the same way and with the same purpose as for numeric data. Beside the above mentioned, possible applications include marketing, user interface optimization, and behavioral sciences in general.
Kurzfassung

Mustererkennung befasst sich traditionell überwiegend mit numerischen Daten, also mit Vektoren von reellwertigen Merkmalen. Seltener wird eine symbolische Repräsentation verwendet. Eine spezielle Kategorie der Daten, nämlich Symbolketten (Strings), wurde lange Zeit vernachlässigt, teilweise wegen der scheinbar nicht vorhandenen Notwendigkeit und teilweise wegen des damit verbundenen hohen Rechenaufwands. Erst in jüngster Zeit, veranlasst durch die Forschung in unterschiedlichen Gebieten, wie Spracherkennung und Bioinformatik, weckten Symbolketten ein höheres Interesse unter den Forschern im Gebiet der Mustererkennung.
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Chapter 1

Introduction

Much of the real-world data can – and indeed has to – be represented numerically: length, mass, pressure, temperature and so on are all real values. All kinds of sensory data are numerical in nature, and handling them as such is inevitable in the early stages of information processing. Nevertheless, in further stages, a numerical representation is in many cases not possible, or at least does not reflect the structure of the data in a natural way. A kind of symbolical representation might be desirable. This thesis is concerned with symbolic data structured in a special way, namely symbol strings.

A big family of data processing algorithms are the pattern recognition algorithms. They are usually applied with the purpose of obtaining the information about the processes which generate the data. This is achieved by looking for regularities in the data. Pattern recognition is often used in the early stages of research in many empirical sciences, from physics to behavioral science.

1.1 Motivation for this thesis

Traditionally, pattern recognition has been concerned mostly with numerical data, i.e. vectors of real-valued features. Less often, a symbolic representation of data has been used. A special category of data, the symbol strings, have been neglected for a long time, partially because of a perceived lack of urgency and partially because of the high computational cost involved. Only recently, motivated by research in such diverse fields like speech recognition and computational molecular biology, symbols strings acquired more interest in the pattern recognition community. This thesis investigates the applicability of various pattern recognition techniques on symbol string data and tries to bridge the gap between symbolical and statistical pattern recognition in this special field. Application areas are various: speech recognition, molecular biology, and social sciences, to name just a few.
As an example, let us consider the problem of speech recognition. The task is to correctly assign spoken words to the words in a dictionary available to the pattern recognition system, i.e. to classify spoken words. Just to make the example easier, let us assume that voice has already been preprocessed and segmented into phonemes. Then, each phoneme can be assigned a symbol, so that the input into the classifier is a continuous sequence of symbols – a symbol string. Due to noise, some phonemes can become distorted, not recognized at all, or other artifacts can appear, making the classification nontrivial. The classifier would have to use some kind of similarity criterion to decide which word from the dictionary is most likely to be the one corresponding to the sequence of phonemes.

A straightforward approach would be to assign normative pronunciations to all words in a dictionary, code them as strings using the same symbols as for the input data, and try to compare observed strings with those in the dictionary. The comparison, however, is bound to fail if it is not designed to be fault tolerant. Because of the above mentioned noise, strings produced from spoken words will seldom completely match the dictionary strings. Another issue is of determining normative pronunciation. It can be done by a human expert, but this bears the risk of being biased towards one specific pronunciation, considered “right” by the expert, and neglecting a variety of other, possibly more common pronunciations. It would be preferable to derive the normative, prototypical pronunciation automatically from a large set of spoken words. It can, of course, happen that some words have more than one “correct” pronunciation.

This simple example shows some of the issues being covered in this thesis. It should be noted that the thesis mainly investigates general principles of applying pattern recognition to strings. Descriptions of applications appear only to underline motivation or as explanatory examples. Many of them are concerned with issues from molecular biology, for two reasons: First, computational molecular biology is currently an area of intensive scientific research and applying statistical pattern recognition to it proves its practical relevance. The other reason lies in the complexity of problems in that field, which makes it a good and realistic testbed for algorithms.

1.2 An overview of pattern recognition

Pattern recognition is today recognized as a field inside computer science. It is related to many other research areas, like statistics, neural networks, artificial intelligence, data mining, and machine learning. Pattern recognition is normally not applied to raw data, but to features – a small number of highly informational parameters extracted from the data. Feature extraction is itself a large research field. For symbol strings, the features are the symbols.
1.2. AN OVERVIEW OF PATTERN RECOGNITION

Some authors consider pattern recognition a synonym for pattern classification, or as a common name for classification and clustering (see Duda et al., 2001, Friedman and Kandel, 1999). Others, like Bishop (1995), also include regression (function approximation or estimation) as a branch of pattern recognition. Which of the three we can apply in a particular case, depends on the information provided with the training set or, in other words, our knowledge about the data.

If a relationship between the features can be postulated, so that some can be estimated from the others, the former can be considered dependent variables and the latter independent. The relationship connecting the independent variables with the dependent is assumed to be unknown. If no such relationship can be postulated, all features are considered independent variables. Data consisting only of independent values are called unlabeled. Labeling is normally performed, more or less directly, by an expert: The dependent features are determined, for example, by measurements of process output for independent features, or by manually assigning the values.

Methods applicable to unlabeled data belong to the family of clustering algorithms. The purpose of clustering is to find out if the data form local groups, or clusters, characterized by an above-average degree of closeness (or similarity) between its members.

With dependent variables present, one can try to deduce the unknown relationship connecting them to the independent variables. The word “unknown” is to be taken conditionally here, for we need to make some assumptions about it, as will be shown later. The type of dependent variables determines the possible kinds of analysis. If they can be represented by a real-valued vector, we have a case for regression. Otherwise, if the dependent variables are inherently nominal – labels for classes –, the task is to discover a rule by which independent variables imply the class membership. Classification is often regarded as a special case of regression. To be useful in practice, both regression and classification algorithms have to fulfill one crucial requirement: the applicability of the results on new, unseen data or, in other words, the ability to generalize beyond the training set. For real-world applications, the discovered regularities are not interesting unless they can be used on new data, with unknown dependent values.

Current pattern recognition algorithms stem from many different fields, from statistics (Pearson, 1896, Fisher, 1936) to neurobiology (McCulloch and Pitts, 1943, Pitts and McCulloch, 1947, Hebb, 1949), and are included in standard computer science curricula (see, for example, Fischer and Zell, 2000c, Fischer et al., 2000). Some algorithms, most representative and suitable for symbol strings, are discussed in this thesis. In order to make the choice plausible, the following section takes a look at pattern recognition systems from the perspective of their properties.
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1.3 Structure of pattern recognition systems

In a pattern recognition system, several components determine its performance:

1. Data model,
2. Learning algorithm,
3. Recall mechanism.

The data model is a simplified description of the “world” (usually called domain) in which the pattern recognition system is designed to operate. Depending on the system architecture, the model can be stored in different ways: as formulae, sets of rules, sample data, algorithms, and so on. Together, they will be referred to as the “system parameters”.

Determining the parameters is the key task, and is performed by the learning algorithm. The number of possible parameter settings in a system can be very large, so that checking them all is not a realistic option. The learning algorithm should be designed to lead quickly to good settings, at least with a high probability, if not deterministically.

For a specific pattern recognizer, the system architecture is fixed and effectively limits the representation power of the system. If, for example, we decide to use linear regression, we abandon the possibility of discovering nonlinear (e.g., exponential, quadratic, etc.) dependencies in the data: the only system parameters that can be adapted are the slope and the displacement. This can become a problem if we start from wrong assumptions when analyzing the data. Then, even with the best learning algorithms and with the best data, the results we get will be far from correct.

Once the system has been trained, we wish to exploit the model it has built. In case of clustering, we want to know which clusters have been identified, their positions, boundaries etc. The recall (if we want to call it such) is therefore limited to providing these values and is independent of any data beyond the training samples. In classification and regression, the recall consists of applying the model on new data and predicting the correct output (class or function value) for them. It is usually a straightforward task in case of regression, but in pattern classification, recall methods might differ in the way how they solve ambiguities and inconsistencies which are likely to appear. For example, a model, applied on a previously unseen datum, might try to classify it into more than one class concurrently, or into none.

1.3.1 Data models

Knowledge representation in a pattern recognition system can vary between two extremes: global and local. In a global representation, every system parameter
can potentially influence the output for any input datum. Such is the case in linear regression and for the perceptron.

In the case of a local representation, the parameters can be divided subsets so that only one of them always determines the output for the given input and all other parameters can be neglected. Here we have a set of local, non-overlapping functions, with always only one of them being active in recall. Splines, locally linear functions and nearest-neighbor classifiers are typical examples employing local models.

If the functions overlap, but never cover the entire input space, or if they are weighted in dependence of the input, the representation is somewhere between local and global. Radial-basis-function networks and the \( K \)-nearest-neighbors classifier belong to this category. Systems with a non-local representation are also said to distribute knowledge, for it is dispersed over many parameters. Knowledge distribution has gained much popularity through artificial neural networks.

Knowledge representation is a description of data or relationships between them in terms of their features. Regarding the required data properties, virtually all pattern recognition systems require either the scalar product or a distance measure to be defined. Architectures requiring both, like counterpropagation (Hecht-Nielsen, 1987), are rare exceptions. Support vector machines rely in essence on the scalar product, but in practice, a kernel function is used instead. Thus the categorization of the algorithms can be well performed based on the question if they require the data to be from a vector space or if already a metric space suffices. Perceptrons, for example, require the scalar product and are therefore used for numerical data. The nearest-neighbor classifier, as the name suggests, is an example of a distance-based system, as well as self-organizing maps\(^1\).

For symbol strings – the objects this thesis is about – there is no scalar product defined, but it is possible to define distance measures, as well as kernel functions on them. For that reason, only distance- and kernel-based methods will be described in depth here.

### 1.3.2 Learning algorithms

In his book “Machine Learning”, Mitchell (1997) offers the following definition of learning:

> A computer program is said to **learn** from experience \( E \) with respect to some class of task \( T \) and performance measure \( P \), if its performance at tasks \( T \), as measured by \( P \), improves with experience \( E \).

\(^1\)In his postdoc thesis, Fritzke (1998) termed the distance-based neural networks “vector-based”, because they usually store knowledge in the form of vectors. I consider the term “distance-based” more precise, because it emphasizes the difference to the other class of pattern recognizers.
Learning algorithms can be classified according to a number of criteria: supervised and unsupervised, statistical and instantaneous ("one-shot"), hard and soft, eager and lazy, neural and classical, batch and online...

Supervised learning covers classification and regression, where the correct output value is provided with each training datum. It is as if an imaginary supervisor or teacher provides the information to the pattern recognition system and guides it through the training. For unsupervised learning, there is no desired output and such algorithms are often called self-organizing. These algorithms include clustering, but are not limited to them. Between supervised and unsupervised, a third paradigm exists: reinforcement learning. Here, the supervisor checks the output which the pattern recognizer produces when presented training data and gives only a binary feedback: correct or wrong. This approach is much less efficient than supervised learning. The main challenge is the so-called credit assignment: From the right/wrong information alone it is, in general, hard to deduce which system parameters to adjust and how. In this thesis, only the first two categories are considered.

A general algorithm is considered to be “batch” if it first collects all data before processing them, while an “on-line” algorithm processes data one-by-one, as they become available. In many cases, a learning strategy can be implemented both in batch and on-line manner. On-line algorithms are applicable to very large training sets, or to a continuously incoming stream of sensor data. If the sampling can be considered random and the data contain redundancies, on-line algorithms can converge considerably faster than their batch counterparts. This is due to the fact that a random sample from a redundant set can contain almost as much information as the whole set. Batch algorithms have to spend the computing power also on the redundancies before approaching the solution, but are more stable.

The concepts of hard and soft learning are similar to the concepts of local and global knowledge representation. Concisely, local and global representation differ in the way how they cover the input space. Hard and soft learning differ in the way they cover the parameter space. In every step, hard learning identifies a small, fixed-sized subset of system parameters, sharing the same responsibility for a specific output, and modifies only them. In soft learning, a larger set of parameters, often of a variable size, is considered responsible for an answer, but the responsibility is usually weighted. The amount of adaptation depends on parameters’ degree of responsibility for the answer. The difference can be well observed on the on-line versions of two unsupervised algorithms, \( K \)-means and SOM. In the first, only one of the means (prototypes) is adjusted in every step, whereas in SOM also the neighbors are modified, usually to a lesser degree.
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1.3.3 Recall mechanism

Recall is normally applied to new, unseen, and thus unlabeled data. For many systems, the recall is straightforward once the system has been trained. In classification, one can differentiate between hard and soft recall. Hard recall gives an unambiguous answer to a new input and normally results in crisp, hard borders between classes. Soft recall produces fuzzy answers, like probabilities that the datum belongs to a class.

In case of the so-called “lazy learners” (which are actually nearest-neighbor classifiers and their variants), the recall behavior can be influenced even after training. This is because the decision how to generalize is deferred until a new datum is presented. In case of a $K$-nearest neighbors classifier, the choice of $K$ influences the recall. The value of $K$ is irrelevant for learning and can be changed at any moment during recall.

1.4 Outline of the thesis

This thesis is organized as follows: first, in Chapter 2 distance measures and averages for strings are discussed, as well as similarities. Novel distance measures and algorithms for finding averages are presented. They are constructed to fulfill the required mathematical properties and at the same time accommodate already existing knowledge about the string relationships, for example amino-acid mutabilities for applications in computational molecular biology. Practical problems concerning the computational complexity are also discussed. The functions from that chapter form the core of algorithms presented in Chapters 3 and 4. In Chapter 3, distance-based visualization and clustering algorithms are presented. It is shown how Sammon mapping – a classical visualization algorithm – can be applied to strings simply over a string metric. For clustering, string averages are used to adapt the well-known $K$-means algorithm for strings. Finally, as a combination of clustering and visualization, self-organizing maps for strings are presented.

Chapter 4 presents the classification methods relying on the distance measure and, possibly, average. As a representative for purely distance-based algorithm, the nearest-neighbor classifier is discussed. Due to its slow performance in recall, which is especially notable for strings, a new, improved version, called depleted nearest-neighbor is presented. As for algorithms based on data averages, the LVQ is presented and adapted for strings.

In Chapter 5 I turn to kernel-based methods. Based on the similarity and distance functions for strings, I define two kernels for strings and over them implement support vector machines for string classification. Finally, Chapter 6 discusses again clustering algorithms, this time in the light of graph theory and spectral analysis. These algorithms require only a general affinity function on the data.
CHAPTER 1. INTRODUCTION

and can thus be easily adapted to strings.

Each of the chapters first discusses the algorithms in their numeric version and then shows their application on string data. The algorithms are illustrated on example data sets, which are described at the end of this chapter. The last chapter gives a brief conclusion with an outlook on further developments.

Of the three branches of pattern recognition – clustering, classification and function approximation – only the first two are presented. I have not encountered a practical need for a mapping from strings onto a real-valued space. Should such a need emerge, many pattern classification algorithms can easily be adapted for the task of function approximation, for numerical data as well as for strings.

1.5 Data sets

For test purposes, several data sets were used. As easily comprehensible artificial data sets, a number of sets consisting of garbled English words were generated. Their purpose is mainly of illustrative nature. They were obtained by introducing noise – random replacements, insertions, and deletions of symbols – to seven English words: railway, wolf, philosopher, underaged, distance, ice, and macrobiotics. The alphabet consisted of the 26 lower-case Latin letters used in English. Sets with 40%, 50%, and even 75% noise were generated. The noise percentage is actually the probability for applying an edit operation at every position in the original string, but the care was taken that original words do not appear in them.

All replacement operations were equally likely, independent of the symbols involved. The same was true for insertions and deletions, but they appeared less often than replacements. The ratio was set to 2:1:1 for replacements, insertions and deletions, respectively. Example words are shown in Table 1.1.

For testing the data in the context of molecular biology, three different sets were used. One set of proteins, belonging to seven protein families, was chosen from the NCBI database (http://www.ncbi.nlm.nih.gov/entrez/query.fcgi). The choice of the families was made by a biologist. The families, described by their keywords, were: protein tyrosine phosphatase, sodium channel, transducin, phospholipase C, phospholipase D, purinoceptor and cytochrome. The set was obtained manually by taking a sample protein over the Entrez interface, performing a Blast search on the protein and choosing a number of high-scoring results.

Another biological set used in the experiments was the set of 320 hemoglobin α and β chain sequences, as used by Apostol and Szpankowski (1999). Hemoglobin is an approximately spherical protein (globin), responsible for oxygen transport into the tissue. It consists of two identical subunits (protomers), each made up of an α and a β chain. The chains have a similar structure, what makes
1.5. DATA SETS

them interesting for pattern recognition algorithms.

The third biological set comprised of 390 proteins from the kinase superfamily (Hanks and Quinn, 1991). The same data set was also used by Agrafiotis (1997). Kinases belong to the best-explored proteins and play an important role in many cellular activities. As enzymes, they are responsible for the transfer of phosphoryl groups from ATP (adenosine triphosphate) to other molecules and back. ATP is the most important energy carrier in cells and, by controlling the binding of the phosphoryl groups, kinases effectively regulate the energy flow in cells.

Using phylogenetic trees (Felsenstein, 1982), Hanks and Hunter (1995) have been able to recognize four main groups of kinases: ACG (71 samples in the set), CaMK (42 samples), CMGC (81) and PTK (104). Kinases not belonging to any of the four groups were labeled OPK (other protein kinases – 92 samples). To build the trees, they relied on a multiple sequence alignment (see 2), which they produced using “the old fashioned “eyeballing” technique”, i.e. manually. In their words, “[w]hat is needed is an algorithm that first identifies and aligns the regions conserved throughout the entire family and leaves the more divergent regions, including the gap/insert segments, for last.” Algorithms presented in this thesis are neither specifically tailored for such purpose, nor do they include the knowledge of an expert. Nevertheless, they produce results of the same quality, as I will show in the following chapters.

Phylogenetic trees allow for graphical representation of the sequence similarities under the assumption that the similarities are caused by evolution. They can be used as a basis for clustering the sequences, which can be performed manually by an expert, as in the above quoted work. If an automated clustering is desired, the sequence similarities suffice and the graphical representation is not needed. A number of clustering algorithms for this purpose is known, and a new, promising one is presented in Chapter 6.

Hanks and Quinn also anticipated the possibility of classifying unknown sequences using their similarity to the already known kinases, and proposed the use of the FASTA (Pearson and Lipman, 1988) database search program. It should be noted, however, that FASTA itself is not a classification program, but a tool for quickly finding similar sequences in a “database” (actually a large file). It can be applied in nearest-neighbor classifiers (Chapter 4), but, as I will show there, keeping all sequences in the database is not necessary. By reducing the number of sequences to compare, a significant speed-up in recall can be achieved.
Table 1.1: Sample garbled English words with 50% noise used in experiments. Even for an English speaking reader, it is not straightforward to deduce the original word in all cases.

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ice</td>
<td>wolf</td>
<td>railway</td>
<td>distance</td>
</tr>
<tr>
<td>kck</td>
<td>wyoff</td>
<td>ilbrdy</td>
<td>distancefe</td>
</tr>
<tr>
<td>ee</td>
<td>worf</td>
<td>raxiarway</td>
<td>destnpte</td>
</tr>
<tr>
<td>ipe</td>
<td>olf</td>
<td>raiwah</td>
<td>duistanacde</td>
</tr>
<tr>
<td>icfk</td>
<td>wof</td>
<td>rafilay</td>
<td>diaice</td>
</tr>
<tr>
<td>ic</td>
<td>dforf</td>
<td>cneplwfay</td>
<td>djtace</td>
</tr>
<tr>
<td>gpe</td>
<td>otolp</td>
<td>zaifla</td>
<td>instnance</td>
</tr>
<tr>
<td>ikce</td>
<td>womf</td>
<td>waizan</td>
<td>riaythnxse</td>
</tr>
<tr>
<td>icyde</td>
<td>olf</td>
<td>railwy</td>
<td>ditmnpc</td>
</tr>
<tr>
<td>ict</td>
<td>wouoxf</td>
<td>tailwaby</td>
<td>uistanaco</td>
</tr>
<tr>
<td>iics</td>
<td>iolf</td>
<td>zazpiulwby</td>
<td>csdvnh</td>
</tr>
</tbody>
</table>
Chapter 2

Distance Functions for Strings

In this chapter, properties of distance measures in general and distance measures for strings are discussed. The distance measure is the key element in distance-based algorithms. Distance is often defined on vector spaces, but is not limited to them. Having an arbitrary set \( D \), a function \( d : D \times D \rightarrow \mathbb{R} \) is a distance measure, if for all \( a, b, c \in D \) the following is satisfied:

1. \( d(a, b) \geq 0 \),
2. \( d(a, b) = 0 \iff a = b \),
3. \( d(a, b) = d(b, a) \),
4. \( d(a, b) + d(b, c) \geq d(a, c) \). (2.1)

It should be noted that the conditions are not independent: The first condition, positive semi-definiteness, follows automatically from the other three. For comprehensibility it is nevertheless customary to present them in this form, both in textbooks and in the scientific literature.

If each datum consists of purely real numerical values, like measurements of physical quantities, it is common to arrange them in a vector. Having no a priori indications against it, the Euclidean distance is the usual choice:

\[
d(x, y) = \sqrt{\sum_i ||x[i] - y[i]||^2}.
\]

In special cases, another distance measure can be used. If, for example, the vector components are limited to the set \( \{0, 1\} \), the vector can be regarded as a fixed-length binary string. In that case it is common to use the Hamming distance, which is the number of bits in which two strings differ:

\[
d(x, y) = \sum_i (x[i] \otimes y[i]),
\]
denoting the "exclusive or" logical operation. Hamming distance is actually a special case of $l_1$ distance, also known as city-block distance or Manhattan distance, which is simply the sum of distances along each coordinate:

$$d(x, y) = \sum_i |x[i] - y[i]|.$$  

Generalizing this idea, the Minkowski distance is obtained:

$$d(x, y) = \left( \sum_i |x[i] - y[i]|^\alpha \right)^{\frac{1}{\alpha}}.$$  

Different distance measures highlight different data properties and can easily result in very different clustering and classification. Another factor greatly influencing results is scaling. This is especially true if the measuring units of vector components differ: how does one balance the influence of length and mass on a distance measure? Which are the appropriate units: meters, inches, or parsecs; electron-volts, kilograms or Sun masses? A usual solution is scaling to standard deviation along axes, but it bears some risks. If data are more stretched along one axis than another, this might be due to improper scaling, but also to cluster or class distribution along an axis. Scaling it down would hide the information. There is no general recipe for choosing either the suitable metric or the right scaling, and the decision has to be made in light of data and processing aims.

The same questions apply to symbol strings. Although strings are very different from vectors, various distance measures can be defined for them, too. This chapter presents a number of them, and also similarity functions, which are more common in computational molecular biology. As it will be shown, string distance is easily defined, but computing it is usually much more costly than for vectorial data. Based on distance, averages of strings are presented. Here, too, computing them is much more expensive than computing the mean of vectorial data. Moreover, as it will be shown, the computational costs are generally so huge that, as a rule, we can only hope to find an approximate solution.

Strings are very common objects in everyday life. For example, this thesis consists mostly of strings. To apply pattern recognition methods on strings, the functions used by the methods have to be defined on them. Nearest neighbor classifiers require only a distance function to be defined and are easily adapted for strings. To apply methods like $K$-means and LVQ, one also needs to compute some kind of average of strings. Support vector machines take a different approach and rely only on a kernel function. This chapter discusses similarity and distance functions for strings. Kernel functions based on similarity are discussed in Chapter 5.
2.1 Basic distance functions for strings

A string $s$ is a one-dimensional data structure, a succession of symbols or characters from some alphabet. By one-dimensional we mean that the position of each symbol in the string is determined by one parameter, its index $i$ in the string. The index is always a positive integer. The length of the string is denoted by $|s|$, and the symbol at the position $i$ by $s[i]$. The zero-length empty string is also allowed. It contains no symbols and is usually denoted by $\varepsilon$. A substring $s[i \ldots j]$ is the string consisting of symbols $s[i], s[i+1], \ldots, s[j]$ at positions $1, 2, \ldots, j - i + 1$, respectively. Special cases are the prefix $s[1 \ldots i]$, which is the substring consisting of the first $i$ symbols of $s$, and suffix $s[i \ldots |s|]$, consisting of all symbols of $s$ starting from the index $i$.

If two strings have the same length, the simplest distance measure is the above mentioned Hamming distance, that is, the number of positions at which the symbols in the strings differ. For example, the Hamming distance between the strings sidestep and sideline is four, for they differ in the last four symbols. However, even for equal-length strings the Hamming distance easily leads to “unnatural” results. Consider the strings looking and outlook. Intuitively, we would consider the two strings somewhat similar, at least more similar than any of them is to the string sparked. But, writing them one above the other:

looking
outlook

we note that they differ at all seven positions. For strings of different lengths Hamming distance is not applicable at all.

A simple and computationally very effective “distance” measure for general strings is the feature distance (Kohonen, 1985). In this context, a feature is a short substring, typically 2 or 3 symbols long, usually referred to as N-gram, N being the length of the substring. To compute feature distance between two strings, one collects all such substrings of each string. Because information about the order of the features is not retained, the strings are usually extended by special markers at the beginning and the end, and these markers are also included as symbols when constructing features. The feature distance is then, simply put, the number of features two strings differ in. More precisely, having two strings $s$ and $t$ and their corresponding collections of features $\mathcal{F}_s$ and $\mathcal{F}_t$ (which are, strictly speaking, not sets, because they can have repeating elements), the feature distance is defined as:

$$d(s, t) := \max(|\mathcal{F}_s|, |\mathcal{F}_t|) - |\mathcal{F}_s \cap \mathcal{F}_t|$$  \hspace{1cm} (2.2)

\footnote{For technical reasons, some notations allow the index to be a non-negative integer, i.e. the first symbol in the string has the index 0, the second 1 and so on.}
CHAPTER 2. DISTANCE FUNCTIONS FOR STRINGS

where \(|\mathcal{F}_s \cap \mathcal{F}_t|\) denotes the number of common features in both strings. The method is very popular for its speed and simplicity and has been successfully used in speech recognition (Kohonen, 1985). However, it must be noted that this measure is not a distance, for two different strings can have zero distance, which contradicts the requirement (2) in Equation (2.1).

To see this, consider two strings, \(s = \text{AABA}\) and \(t = \text{ABAA}\). Using \(\triangleright\) and \(\triangleleft\) to mark the beginning and the end of each string respectively and using substrings of length two (bigrams) as features, the corresponding feature collections are:

\[
\mathcal{F}_s = \{\triangleright\text{A}, \text{AA}, \text{AB}, \text{BA}, \triangleleft\} \quad \text{and} \quad \mathcal{F}_t = \{\triangleright\text{A}, \text{AB}, \text{BA}, \text{AA}, \triangleleft\}
\]

As mentioned previously, the order of features is not retained in their collections, therefore the two feature collections above are equal and the feature distance is consequently zero.

It may be noted that FASTA (Pearson and Lipman, 1988), a popular database searching algorithm used in molecular biology, pursues a similar strategy in its first step for finding good candidates. In the terminology of molecular biology, a database is simply a file containing a possibly huge number of amino-acid or DNA sequences, usually annotated with additional information. Sequences there are simply long strings, every symbol standing for an amino-acid or nucleotide base. FASTA is applied for finding sequences in the database which are similar to the user-provided search sequence. Contrary to the above method, FASTA does not ignore the positions of the matching substrings.

Another very common distance measure for strings is the Levenshtein distance (Levenshtein, 1966), also known as the edit distance. It measures the minimum effort needed to transform one string into another. A string is transformed into another by applying basic edit operations: replacement, insertion and deletion of a symbol. Insertion and deletion are inverse processes, and are often referred together as \emph{indel}. Each of the three operations has a cost assigned to it. This set of operations is redundant: a replacement can be performed by a successive insertion and deletion of symbols, but it is convenient to have it as a distinct operation. In most real-world applications, insertion, deletion and replacement of a symbol are physically distinct processes, with different likelihood of appearance. Allowing only insertion and deletion as edit operations would imply the cost of a replacement to be the sum of the costs for the insertion and the deletion, which does not generally reflect the reality. On the contrary, in many cases a replacement is more likely to occur than an insertion or a deletion, and is consequently less costly than each of them. In other words, less effort is generally needed to repair a distorted symbol than to reconstruct a missing one. The same holds for insertions, because distance is a symmetrical function: the cost of deleting a symbol in one string to obtain the other must be the same as inserting the missing symbol in the second string to obtain the first one. This will be discussed below, in context of
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the weighted Levenshtein distance (WLD). For now, let us suppose that all edit
operations are equally likely.

The sequence of edit operations applied to transform one string into another
can be coded itself in a string, called edit transcript. Symbols appearing in it are
R (replace), I (insert), D (delete), and M (match), meaning no edit operation is
needed. For example, take the strings motivation and intentional. The
transcript for transforming the former into latter is RRMRRDMMMI. This can be
graphically represented by writing and aligning the strings above each other:

\[
\begin{align*}
motivation & \\
RRMRRDMMMI & \\
\text{intentional} & \\
\end{align*}
\]

Assuming the same cost for all edit operations, the edit distance is simply the num-
ber of symbols in the transcript that are not “M”. In the above case, the distance
between the strings is seven.

It should be obvious that a string can be transformed into another in an infi-
nite number of ways, and that many of them will carry different costs with them.
Therefore, the Levenshtein distance is defined as the cost of the cheapest trans-
formation. Sometimes the cheapest transformation is ambiguous, because there
is more than one transformation with the same minimal cost. This does not pose
a problem, since the distance is concerned only with the cost itself, and not with
the path that led to it. However, as we shall see later, the path might be interesting
when computing the average over a set of strings.

Finding the minimal cost is commonly done by dynamic programming. The
original algorithm was probably discovered and rediscovered independently many
times in different contexts (Sankoff and Kruskal, 1983, Setubal and Meidanis,
1997), e.g. by Wagner and Fischer (1974) for automatic spelling correction and
finding the longest common subsequence. In molecular biology, the credit is given
to Needleman and Wunsch (1970). The algorithm is extensively discussed e.g. in
(Gusfield, 1997). Here, only a brief overview describing the concept is given.

Basically, the idea is to start with empty prefixes of the strings \(s_1\) and \(s_2\) for
which the distance is sought. The distance between such prefixes is zero. Then,
one of the prefixes is extended by one character and the distance to the other
prefix computed. Note that the distance between any string and the empty string
is equal to the string length: \(d(s, \varepsilon) = |s|\). Therefore, the distance between such
an extended prefix and the zero-length prefix of the other string is straightforward
to compute. The prefix is further extended and the distance computed until the
whole string is covered and the distance between its every prefix and the empty
string is established. The same is done with the other string, taking the zero-length
prefix of the first string. Both results are most conveniently written orthogonal to
each other at the edges of a table (Figure 2.1). The top row contains the distances between the empty string and the prefixes of $s_2$ (intentional in this example), whereas the left column contains the distances between the empty string and the prefixes of $s_1$ (motivation). The intent is to have a table where the entry $(i, j)$ is the distance between the $s_1[1 \ldots i]$ and the prefix $s_2[1 \ldots j]$. Let us denote this entry by $D(i, j)$. To allow empty prefixes, the table includes a 0-th row (top) and a 0-th column (left), computed as described.

In order to compute the remaining cells, we proceed recursively. Assuming that the distances $D(i-1, j-1), D(i-1, j)$, and $D(i, j-1)$ for the corresponding prefixes have already been computed, there are only three possibilities for the distance $D(i, j)$:

1. Starting from the prefixes $s_1[1 \ldots i-1]$ and $s_2[1 \ldots j-1]$, both are extended by one symbol. If both symbols match, the distance remains unchanged. Otherwise, the distance is increased by one:

   $$D(i, j) = D(i-1, j-1) + \text{mismatch}(s_1[i], s_2[j])$$

   The function “mismatch” above is defined to return 0 if two symbols are equal and 1 otherwise.

2. Starting from the prefixes $s_1[1 \ldots i-1]$ and $s_2[1 \ldots j]$, the former is extended by one symbol whereas the latter is kept fixed. Thus the additional symbol $s_1[i]$ cannot be matched with a symbol in $s_2[1 \ldots j]$. To obtain a
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The distance is defined as the minimal transformation cost, so over the three possibilities, the distance $D(i, j)$ is defined as:

$$D(i, j) = \min \left( \begin{array}{l} D(i-1,j)-1 + \text{mismatch}(s_1[i], s_2[j]), \\ D(i-1,j) + 1, \\ D(i,j-1) + 1 \end{array} \right)$$

Using Equation (2.3), the table is filled up, e.g., row-wise, like in Figure 2.2. In the complete table (Figure 2.3), the last, bottom-right cell contains the Levenshtein distance between the strings. For many applications, not only the distance, but also the edit transcript is required. It can be reconstructed from the table and the strings. We start from the last cell and examine its three neighboring cells: – left, left-above, and above – to see from which we one arrived to it. In other words, we
examine which of the three terms in Equation (2.3) was minimal. This leads us to the next cell, which is examined in the same way and so on, until we reach the table beginning, the top left cell. The path through the table (Figure 2.4), encodes the edit transcript: horizontal steps stand for “insert”, vertical for “delete”, and diagonal for “match” or “replace”, depending on the symbols at the corresponding positions. The alignment of the strings is easily produced from the edit transcript: at “match” and “replace” positions, the symbols from the strings are aligned with each other. At “delete” positions, the symbol from the first string is aligned with a space between two symbols in the second string. The opposite is true for “insert”: symbols from the second string are aligned with spaces in the first. The choice, which string is the first and which the second makes no difference for distance and alignment. Only in the edit transcript “I”’s and “D” are swapped.

It should be noted that the path through the table, the edit transcript, and the alignment are not unique. For the same two strings, an equally valid result is:

```
motivation
RRMDRRMMMMII
int entional
```

also having the edit distance of seven. There is no optimal solution to this ambiguity. In practice, alignment algorithms are usually constructed to prefer one path direction, e.g. diagonal, over the other two.

In the above example, we considered only the case when all basic edit operations have the same cost. But when they do not, the distance function is usually referred to as weighted edit (Levenshtein) distance. This includes very common cases, where replacements of different symbols appear with different probabilities and are therefore assigned different costs, specific for each symbol-to-symbol transformation, as well as the above mentioned case, where insertions and deletions are more expensive than replacements. The weighted distance can be computed in much the same, recursive fashion as the simple:

\[
D(i, j) = \min \left( D(i - 1, j - 1) + \text{cost}(s_1[i], s_2[j]), \\
D(i - 1, j) + w_d, \\
D(i, j - 1) + w_i \right)
\]

(2.4)

The function “cost” returns the cost of replacing \( s_1[i] \) with \( s_2[j] \), \( w_d \) is the cost of deleting the symbol \( s_1[i] \) and \( w_i \) the cost of inserting \( s_2[j] \). Depending on the chosen costs, the “weighted edit distance” can cease to be a distance in the strict mathematical sense. For example, if \( w_i \neq w_d \), the symmetry relation is not satisfied.

Edit distances can be applied everywhere where transmissions of string signals over noisy channels are involved. Telecommunication is one such example, evolution another one.
2.2 Similarity functions for strings

Especially in molecular biology, another measure, the similarity is often used to describe the relationship between two strings. Similarity is simpler than distance. Any function \( s : S^2 \rightarrow \mathbb{R} \) can be declared a similarity function – the question is only if it reflects the natural relationship between the data. In practice, such functions are often symmetrical and assign a higher value to two identical elements than to distinct ones, but this is not required.

For strings, similarity is closely related to alignment. Alignments were implicitly used above when discussing edit transcripts. For completeness, I quote here a textbook definition of alignment:

A (global) alignment of two strings \( S_1 \) and \( S_2 \) is obtained by first inserting chosen spaces (or dashes), either into or at the ends of \( S_1 \) and \( S_2 \), and then placing the two resulting strings one above the other so that every character or space in either string is opposite a unique character or a unique space in the other string.

(Gusfield, 1997)

The spaces (or dashes) are special symbols, not from the alphabet over which the strings are defined. They are used to mark positions in a string where the symbol from the other string is not aligned with any symbol. For the above example with the strings motivation and intentional,

\[
\text{motiv-at-ion--int-en-tional}
\]

is an alignment, not necessarily optimal. Each alignment can be assigned a score according to certain rules. In most simple cases, a similarity score is assigned to each pair of symbols in the alphabet, as well as to pairs of a symbol and a space. The score for two aligned strings is computed as the sum of similarity scores of their aligned symbols and the similarity of the strings is defined as the score of their highest-scoring alignment. Such an alignment can be found by dynamic programming, in much the same way as the edit distance. Only this time, for computing each cell in the table, not the minimum over the three distances from previous cells is sought, but the maximum over the three similarities.

In computational molecular biology, similarity is most often computed for DNA or amino-acid sequences (sequence and string are used as synonyms here), where similarity between symbols is established empirically to reflect observed mutability/stability of symbols. For DNA sequences, the alphabet consists of only four symbols: A, T, G, and C, standing for the four nucleotide bases which build the DNA. In case of amino-acid sequences, there are 20 different symbols, one for every amino-acid appearing in nature. Due to mutations, different amino-acids can
be more or less easily substituted with others, and depending on their biochemical properties, such mutations may be more or less likely to be accepted by evolution. In other words, some mutations lead to extinction of a species, so the similarity between involved amino-acids can be regarded as low. Other mutations might have no obvious influence on the survivability of the species and the involved amino-acids can be considered similar.

Because each pair of symbols can have a different similarity and no obvious regularity exists, similarities are usually stored in look-up tables, which have the form of a quadratic matrix. Among scoring matrices, the PAM (point accepted mutations) (Dayhoff et al., 1978) and BLOSUM (block substitution matrix) (Henikoff and Henikoff, 1992) families are the most often used. For covering all possible symbol combinations, the matrices need 20 rows and 20 columns. The 21st row and column are needed for the similarity between a symbol and space. In practice, three more rows and columns are often used, for three special symbols occasionally used in amino-acid sequences: B (standing for aspartate or asparagine), Z for glutamate or glutamine, and X for any amino-acid.

2.3 Similarity and distance

Many pattern recognition methods, which will be presented in chapters 3 and 4, are defined over a distance measure, not similarity. Intuitively, it is clear that these two measures are somehow related: the higher the similarity between strings, the lower the distance between them should be. But, in contrast to a similarity score, which can be defined in a fairly arbitrary (although not always meaningful) manner, a distance must satisfy the four requirements (2.1). For strings one can use the Levenshtein distance, weighted in some way. Although it can be computed directly, in cases where there are already devised scoring schemes – like in computational molecular biology – it is desirable to compute a distance that is consistent with the similarity score of the strings. By consistent distance I mean a function, which assigns a lower distance value to strings with higher similarity score. This can be achieved by appropriate weighting of edit operation costs.

A simple method for computing “distance” from similarity score for proteins was applied by Agraftiotis (1997). For computing the score he used normalized scoring matrices with values scaled to [0, 1], and for spaces he used a fixed value of 0.1. Then he computed the scores for all pairs of proteins from his data set and ordered them into a new matrix $S$. The element $S[i][j]$ of this similarity matrix was the similarity score for the $i$-th and $j$-th protein from the data set. This matrix was subsequently also scaled to $[0, 1]$. The distance between $i$-th and $j$-th protein was then computed as

$$D[i][j] = 1 - S[i][j].$$
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This approach has several disadvantages: First, the computational and storage overheads are obvious. In most applications pairwise similarity scores of all data are not needed. Also, this method is not applicable for on-line algorithms, with data sets of unknown and maybe even infinite sizes. But more than that, it is not clear, if the above function is a distance at all. Although Agrafiotis did not elaborate on that, it is easy to see that simple scaling of the S matrix can lead to a situation where the requirement (2) for distance is violated. Such a case appears when the diagonal elements – standing for self-similarities of strings – are not all equal. A workaround, like attempt to scale the matrix row- or column-wise, so that the diagonal elements are all ones, would cause a violation of the symmetry relationship (3). Element $S[i][j]$ would generally be scaled differently than $S[j][i]$ so the two would not be equal any more. And finally, the triangle inequality – requirement (4) – is not guaranteed to be satisfied.

Setubal and Meidanis (1997, pp. 92-96) propose a more mathematically founded method for computing distance from similarity score and vice versa. Starting from an arbitrary constant $M$, they define

\[ p(\alpha, \beta) = M - c(\alpha, \beta) \quad \text{and} \]

\[ g = \frac{M}{2} - h. \]  

(2.5)  

(2.6)

where $p(\alpha, \beta)$ is the similarity score for the symbols $\alpha$ and $\beta$, $c(\alpha, \beta)$ is the cost of replacing $\alpha$ with $\beta$, $g$ is the value of space in the alignment (usually a negative one) and $h$ is the cost of an insertion or a deletion. The function $c(\alpha, \beta)$ is defined to be non-negative, symmetric and greater than zero for $\alpha \neq \beta$, and $h > 0$. The distance between the two strings $s_1$ and $s_2$, $d(s_1, s_2)$ is then the minimum sum of individual costs of operations needed for transforming one string into the other. The distance $d(s_1, s_2)$ and the similarity score, which will here be denoted as $\langle s_1 | s_2 \rangle$, are related by the formula:

\[ \langle s_1 | s_2 \rangle + d(s_1, s_2) = \frac{M}{2} \cdot (|s_1| + |s_2|). \]  

(2.7)

Computing the distance is then done by first computing the similarity score according to a suitable scoring scheme and subsequently applying the above formula.

Although simple and straightforward, the above method implies a requirement on the cost function $c(\alpha, \beta)$ which is seldom met in practice. From the above it follows that

\[ c(\alpha, \alpha) = M - p(\alpha, \alpha). \]

However, the requirement (2) for distance functions implies that $c(\alpha, \alpha) = 0$ for every $\alpha$. Since $M$ is a constant, it follows that $p(\alpha, \alpha)$ must be equal to $M$ for every $\alpha$, or otherwise the function $d(s_1, s_2)$ would not be a distance. Unfortunately,
this condition is not satisfied for scoring matrices used in computational molecular biology, like PAM or BLOSUM, where diagonal elements – determining the similarity of amino acids with themselves – have different values. Consequently, the above method cannot be used in comparing amino acid sequences.

Therefore I propose another method for computing distance from similarity score (Fischer, 2002). Recall that distance in a vector space can be computed over a norm, which, in turn, is computed over an inner product:

\[
d(x, y) = \|x - y\| = \sqrt{\langle x - y, x - y \rangle} = \sqrt{\langle x, x \rangle + \langle y, y \rangle - 2\langle x, y \rangle}.
\]

We shall use this as a motivation and, by analogy, define the distance for strings over their similarity score:

\[
d(s_1, s_2) = \left(\langle s_1|s_1 \rangle + \langle s_2|s_2 \rangle - 2\langle s_1|s_2 \rangle\right)^{1/n}.
\] (2.8)

The perfect analogy is achieved for \(n = 2\). Although this analogy might seem far-fetched, we shall see that this function satisfies all the properties of the distance if the similarity scheme obeys some simple rules. Depending on the scoring scheme, the function might be a distance function even for different \(n\). It will be shown below that a distance function can be defined using the BLOSUM62 scoring scheme and \(n = 1\). In general, we require, that the similarity of a symbol with itself is always positive:

\[
p(\alpha, \alpha) > 0.
\] (2.9)

Second, we require that every symbol is at least as similar to itself as to any other symbol:

\[
p(\alpha, \beta) \leq p(\alpha, \alpha) \quad \text{for all } \alpha, \beta \in \Sigma.
\] (2.10)

The similarity function is, as always, symmetrical:

\[
p(\alpha, \beta) = p(\beta, \alpha).
\] (2.11)

Spaces in aligned strings can be considered symbols with a fixed small similarity value for all non-spaces:

\[
p(-, \alpha) = g \leq p(\alpha, \beta) \quad \text{for all } \alpha, \beta \neq -.
\] (2.12)

Spaces should never be aligned with spaces, but it is convenient to define a score also for that case, because then we can consider strings \(s_1\) and \(s_2\) to be
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aligned (i.e. to allow spaces in them) and nevertheless compute the correct similarity score of a string with itself. When the aligned string contains spaces, computing its similarity with itself leads to a computation of similarity of two spaces. Defining

\[ p(-, -) = 0 \]

ensures that the self-similarity score of an aligned string (a string that may contain spaces) is the same as of its non-aligned (space-free) variant.

We consider optimally aligned strings, which, by definition, have the same length. Their similarity score is then equal to the sum of the individual similarity scores of their aligned symbols:

\[
\langle s_1 | s_2 \rangle = \sum_i p(\alpha_i, \beta_i). \tag{2.13}
\]

Then, the requirements (1) – (3) for a distance are easy to prove. It is obvious that the distance is symmetric, because the similarity function is symmetric. Relying on (2.10) we get:

\[
\langle s_1 | s_1 \rangle + \langle s_2 | s_2 \rangle - 2 \langle s_1 | s_2 \rangle \geq \langle s_1 | s_1 \rangle + \langle s_2 | s_2 \rangle - \langle s_1 | s_1 \rangle - \langle s_1 | s_2 \rangle \\
\geq \langle s_1 | s_1 \rangle + \langle s_2 | s_2 \rangle - \langle s_1 | s_1 \rangle - \langle s_1 | s_2 \rangle \\
= 0. \tag{2.14}
\]

That is, the distance measure is also positive semi-definite. Also, when the distance is equal to zero:

\[
\langle s_1 | s_1 \rangle + \langle s_1 | s_1 \rangle - 2 \langle s_1 | s_1 \rangle = 0 \tag{2.15}
\]

it can be written as

\[
\langle s_1 | s_1 \rangle + \langle s_2 | s_2 \rangle = \langle s_1 | s_2 \rangle + \langle s_1 | s_2 \rangle. \tag{2.16}
\]

Recalling again that two symbols have the highest similarity when they are identical (2.10), it follows:

\[
\langle s_1 | s_1 \rangle = \langle s_1 | s_2 \rangle \quad \text{and} \quad \langle s_2 | s_2 \rangle = \langle s_1 | s_2 \rangle \tag{2.17}
\]

meaning that \( s_1 = s_2 \).

Finally, the triangle inequality condition (4) is satisfied if the similarity obeys one more rule. Let us start with \( n = 1 \). The condition is:

\[
d(s_1, s_2) + d(s_2, s_3) \geq d(s_1, s_3), \text{ that is,} \\
\langle s_1 | s_1 \rangle + \langle s_2 | s_2 \rangle - 2 \langle s_1 | s_2 \rangle + \langle s_2 | s_2 \rangle + \langle s_3 | s_3 \rangle - 2 \langle s_2 | s_3 \rangle \\
\geq \langle s_1 | s_1 \rangle + \langle s_3 | s_3 \rangle - 2 \langle s_1 | s_3 \rangle. \tag{2.18}
\]
Adding $\langle s_1|s_1 \rangle$ and subtracting $\langle s_3|s_3 \rangle$ on both sides, reordering and dividing the inequality by two we get:

$$\langle s_1|s_1 \rangle - \langle s_1|s_2 \rangle + \langle s_2|s_2 \rangle - \langle s_2|s_3 \rangle \geq \langle s_1|s_1 \rangle - \langle s_1|s_3 \rangle$$

which means nothing more than that the sum of drops in similarity (i.e. the price we pay in terms of similarity score) when replacing $s_1$ with $s_2$, and then replacing $s_2$ with $s_3$ must be at least equal to the price for replacing $s_1$ directly with $s_3$. This is a plausible condition, which is satisfied in BLOSUM62, currently probably the most popular scoring matrix for proteins. We can call the condition above strong triangle inequality for similarity. It can be made weaker by using $n > 1$. For example, for $n = 2$, after squaring the inequality, we get:

$$\langle s_1|s_1 \rangle + \langle s_1|s_2 \rangle - 2\langle s_1|s_2 \rangle + \langle s_2|s_2 \rangle + \langle s_3|s_3 \rangle - 2\langle s_2|s_3 \rangle + +2d(s_1, s_2) d(s_2, s_3) \geq \langle s_1|s_1 \rangle + \langle s_3|s_3 \rangle - 2\langle s_1|s_3 \rangle.$$ 

(2.20)

Adding $\langle s_1|s_3 \rangle - \langle s_3|s_3 \rangle$ left and right, and dividing the result by two, we obtain:

$$\langle s_1|s_1 \rangle - \langle s_1|s_2 \rangle + \langle s_2|s_2 \rangle - \langle s_2|s_3 \rangle + +d(s_1, s_2) d(s_2, s_3) \geq \langle s_1|s_1 \rangle - \langle s_1|s_3 \rangle.$$ 

(2.21)

Since $d(s_1, s_2)$ and $d(s_2, s_3)$ are always positive by definition, this inequality is easier to satisfy than the strong triangle inequality. PAM40, PAM120 and PAM250 scoring matrices satisfy this inequality already for $n = 2$.

**Note:** One might be tempted to see distance as the exact opposite to similarity. This is not the case: as in vector spaces a larger scalar product does not always imply a smaller distance between vectors (this is true only for vectors of the same lengths), larger similarity does not necessarily lead to smaller distance between sequences, both in this as in the Setubal-Meidanis approach. The reason is that similarity depends strongly on string lengths, whereas distance generally does not.

**Example:** Let us take $M = 2$, cost($\alpha, \beta$) = 0 for $\alpha = \beta$ and cost($\alpha, \beta$) = 1 for $\alpha \neq \beta$, and $h = 1$ (unweighted Levenshtein distance). The corresponding scoring scheme is $p(\alpha, \beta) = 2$ for identical and 1 for different symbols, and $g = 0$. Now consider the string $AX$, compared to $AB$ and to $AXCD$. In the first case, the two $A$s match, but $X$ and $B$ do not, leading to the similarity score equal to 3 and a distance of 1. In the second case, the first two symbols in both strings match, leading to the similarity score of four and the distance of two. Both the similarity and the distance are higher than in the first case.

### 2.4 Implementation issues

The dimensions of the dynamic programming table used for computing distance and similarity rise with string lengths. The number of rows in the table is one
more than the length of the first string, and the number of columns one more than
the length of the second one. If the strings have approximately the same length,
the number of cells rises with the square of the length. For very long strings, like
those commonly appearing in molecular biology, this can pose serious problems:
Both the time needed for computing the table, as well as the memory required for
storing it, rise proportionally with the number of cells. The problem of memory
has been more acute, but fortunately also easier to solve by a divide-and-conquer
strategy (Hirshberg, 1975). The computing time can also be reduced under certain
circumstances, although generally not as much as the memory requirements.

2.4.1 Reducing memory requirements

We have seen that in the fully computed table the last cell contains the distance
between the strings, or similarity, if we applied the corresponding algorithm. Also,
every cell in the table contains the distance (similarity) of the corresponding string
prefixes. Recall that for computing each cell, we needed only three adjacent cells:
left, above, and left-above of the current one. The result has to be stored only
until all further cells adjacent to it are computed, and can be discarded afterwards.
There are three such cells: the one right to the current one, the one below it and
the one right-below. That means that if we fill the table row-wise, we need only to
keep the cells above and to the left of the not yet computed ones in memory (Figure
2.5). The cells in the 0-th row and column depend only on the corresponding
position in the string and on no other cells, and can be computed on-the-fly, when
needed.

This method reduces the memory requirements significantly: instead of quadratic,
the space complexity is now linear. However, in order to compute the align-
ment of the strings (or edit transcript), we have backtracked through the table.
Finding the alignment can be done without storing the whole table, but with a lit-
tle more computation. The divide-and-conquer approach is to divide the problem

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{alignment_example}
\caption{Saving space in dynamic programming. To compute the rest of the row, only
the highlighted cells in the table are required. The remaining cells need not be stored.}
\end{figure}
It is obvious that the same alignment can be computed backwards, by starting from the end of the strings and propagating towards their beginning. In other words, the table can be equally well filled from the bottom right corner left- and upwards. This is identical to reversing the strings, computing the table in the ordinary fashion, and then mirroring it along the main anti-diagonal. In the ordinary table, the values in the cells – the distances of the string prefixes tend to rise as we progress towards the bottom right corner of the table. In the table computed backwards, the distances rise in the opposite direction, towards the top-left corner. With a little caution, due to the extra 0-th row and column, we can add the two tables. It is straightforward to show that in the sum, the cells on the optimal path (describing the optimal string alignment) have the same value, which is the lowest in the table. (If we would work with similarities instead of distances, the optimal path cells would have the highest score). For computing the alignment, it thus suffices to locate these cells.

The basic idea how to do this without keeping the whole table in memory is the following: the technique depicted in (Figure 2.5) produces ultimately the last row in the table. When computing the table backwards, the result is the first (top) row of the table. In the divide-and-conquer approach, the idea is to split one string into two halves: a prefix and a suffix. The distance between the other string and the prefix is computed in the forward manner, resulting in a row in the middle of the distance table. Propagating backwards, the distance between the suffix and the other string is computed. This again produces the middle row, but now of the backward table. Adding the two rows together, a row in the sum table is obtained. The cell with the lowest distance in it is a cell on the optimal path and its position has to be stored. To find other cells on the path, we proceed recursively: we split the prefix and the suffix further in halves and repeat the process for each until the splitting produces empty substrings. Having all the cells on the path, the alignment and edit transcript are straightforward to deduce.

This might seem a computationally expensive approach, since we compute the same cells in the table over and over again, only to retain the currently interesting one. This is only partially true. Recall that the optimal path always goes from top left towards bottom right in the table. It can never go up or left, because positions in the strings are only allowed to increase in alignment. Consequently, once the position of a cell on the path is known, two big blocks in the table are irrelevant: the one right above it and the one left below. The cells in these blocks need not be computed any more. Figure 2.6 illustrates this. Altogether, compared with the basic method, the computing time will roughly double: in the first step, we need to compute all the cells in the table. In the second, we need only about a half of them: the upper left and the lower right block. In the next step we compute only about a half of the cells in each block, approximately a quarter of
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![Figure 2.6: Divide-and-conquer strategy. In the first step, the empty table is split into two halves, overlapping in one row. Then, the above half is computed forward (top-down), and the lower backward (bottom-up). The last computed rows of both tables are added. The cell with the lowest distance (white square) is the cell on the optimal path and its position is stored. The path extends towards the top-left and bottom right corner, so the process is recursively repeated for the blocks where it can pass through.](image)

the table, an so on. Altogether, the number of cells computed can be approximated by $mn \sum_{i=0}^{\infty} (1/2)^i = 2mn$. An exact derivation is given in (Wong and Chandra, 1976).

2.4.2 Speeding up the computation

The computational complexity of the above approach is still quadratic in the string lengths. However, at least a part of the computations is superfluous. Not only that the whole table need not be kept in memory, even computing all the cells is not necessary. Using a linear scoring scheme, the similarity score of a quadratic $n \times n$ table can never be below $-np$, corresponding to all symbols mismatched. Looking for a better score off the main diagonal never leads to a result better than $(n - w)p + 2wg$, which is obtained assuming $(n - w)$ matches and $w$ gaps in each string. Therefore, the widest band for which it still makes sense to be searched is limited by the offset

$$w = \frac{2np}{p - 2g}$$  \hspace{1cm} (2.22)

from the main diagonal. For the usual values $p = 1$ and $g = -2$, $w$ is $0.4n$. Considering that the number of table cells that has to be computed equals $N_c = 2nw - w^2$, it means that it is sufficient to compute $64\%$ of the matrix to find the best alignment between two sequences. Graphically, the upper-right and lower left corner of the table need not be computed (for a more detailed discussion, see Kruskal and Sankoff 1983).
This result can be generalized for rectangular $m \times n, m > n$ tables. Then, the optimal alignment must be searched off the main diagonal, since the longer sequence has to be aligned with some gaps. The band limits pass at $(m - n + w)$ below the main diagonal and $w$ above it. The largest diagonal offset parameter $w$ for which there is a chance of finding a better alignment than the worst possible is still given by Equation (2.22). For the usual values for $p$ and $g$ and taking into account that the number of cells in a rectangular matrix that needs to be computed is given by

$$N_C = mn - n^2 + 2nw - w^2$$

one never needs to compute more than $mn - (0.6n)^2$ cells.

The above estimate holds in the worst case, when all $n$ symbols in the shorter sequence are mismatched with the $n$ symbols in the longer sequence and the remaining $(m - n)$ symbols from the longer sequence aligned with gaps. In practice, the strings will usually share more similarities. It therefore makes sense to limit the search to a fixed-width band around the table main diagonal (Ukkonen, 1985), as depicted in Figure 2.7. This reduces the time complexity to $O(wm)$, $w$ being the band width. The width can be chosen by the user, based on some prior knowledge about the string. If no such knowledge is available, one can start with a tight band and increase it gradually, until one finds the optimal path in the band. But how can it be known if the found path is optimal, i.e. that there exists no path outside the band leading to a better score? To be sure, one must compare its score with the theoretically best possible score of a path which exploits the whole band width. For a band with a width of $w$, such path contains $w$ spaces, in order to exploit the whole band. The remaining symbols must produce a match, in order to achieve the highest possible score (the lowest distance). This score can be easily computed. If the score of the found path is higher than the best possible score exploiting the band width, one can be sure that the path is optimal.

If the strings differ much, this approach can lead to an increase of the computing time, because the same parts of the table – around the diagonal – have to
be computed over and over again. The method is therefore useful only for similar strings. For arbitrary and very long strings (200000 symbols and more), the time complexity can be reduced to $O(n^2/\log(n))$ by trading some space for time (Masek and Paterson, 1980, 1983). In this work, such long strings did not appear, so this method was not used.

2.5 String averages

A distance measure for strings is sufficient for a nearest-neighbor classifier and for spectral clustering. Other methods, like self-organizing maps and learning vector quantization, also require a way to compute the mean of the data. This is straightforward for vectors, but not that easy for strings. The mean for vectors is simply their sum, divided by their number. Neither addition nor division are defined on strings.

2.5.1 Mean value for strings

For a vector space it is straightforward to show that the mean of a data set is the point with the lowest sum of squared distances (SSD) over the set:

$$\frac{\partial}{\partial \mu[j]} \sum_{i=1}^{N} (x_i - \mu)^2 = 0$$

$$= -2 \sum_{i=1}^{N} (x_i[j] - \mu[j]) = -2 \sum_{i=1}^{N} x_i[j] + 2N \mu[j]$$

$$\Rightarrow \mu[j] = \frac{1}{N} \sum_{i=1}^{N} x_i[j] \quad \text{for all } j \quad (2.24)$$

Based on this observation, the mean can be generalized beyond vector spaces, as long as a distance measure is defined. Here it will be used to define a mean on strings. Contrary to vectors, where the mean is unique, many strings with the same, minimal SSD can exist for a set of strings. Take, for example, single-symbol strings A and B. Using unweighted edit distance, there are two strings satisfying the condition for mean: A and B. For larger sets and longer strings, the number of “means” can get so large that finding them all is not a realistic option. As it will be shown below, even finding one mean involves extensive computation. Therefore, taking this approach, we shall limit our aim at finding only one such string.

In this simple approach, the means were themselves members of the data set. This is generally not the case. For three strings AXCDE, ABYDE, and ABCZE, the fourth string ABCDE is the mean, with SSD = 3.
A simple idea for finding a mean string was proposed by Kohonen (1985) in context of speech recognition. Given a data set \( D \) consisting of strings, it starts by finding a string \( s_m \in D \) with the smallest sum of squared distances over the set. This string is taken as the first approximation of the mean, \( \mu(0) \). In further steps, edit operations are performed systematically on it – replacements, insertions and deletions of all possible symbols at all possible positions – and checked if such an edited string is a better approximation of the mean, that is, if the sum of squared distances is reduced. The process is repeated until no single edit operation can reduce the distance.

Needless to say, this method is extremely inefficient and can be applied only on finite alphabets. Basically, it is an exhaustive search over all single edit operations. Even blatantly meaningless operations are performed, only to see that they actually increase the error and have to be undone. Having an alphabet \( \Sigma \), \( 3|\Sigma| \) edit operations are tried out at each position, and there are \(|\mu| + 1\) positions in the string. Finally, to compute the SSD, one needs to compare the modified \( \mu \) with all \(|D|\) strings in the set.

The method of Kohonen (1985) relied not on an edit distance, but on the feature distance (Section 2.1). The feature distance, although having its above mentioned drawbacks, has also some practical advantages. In the context of a fixed data set, it suffices to find the string features (N-grams) only once and store them, say, in a hash table. In the subsequent iterations, when comparing the approximated mean with all strings, only the features of the mean have to be found after each modification. Comparing the strings can then be done relatively quickly, in time proportional to the number of distinct features in the mean string \( \mu \), because accessing the entries in the hash table has the time complexity \( O(1) \). The number of features in the string depends on the string length, N-gram length and the alphabet size. For short strings, their number is proportional to the string length. As strings get longer, the possible combinations of \( N \) symbols eventually get exhausted, so the number of distinct features is \( |\Sigma|^N \).

At the first glance, using edit distance leads to a higher computational effort. For two arbitrary strings of length \( n \), computing the distance is \( O(n^2) \). However, in applications in which string averages are normally used – \( K \)-means, SOM etc. – the strings in the set will usually be similar. In that case, it makes sense to use the above method for computing only the diagonal band of the dynamic programming table. This again allows a relatively fast string comparison. But, using edit distance, a significant speed-up in computing the mean can be achieved (Fischer and Zell, 2000a,b). The idea is to compute not only the distance between the \( \mu \)-estimate and every string in \( D \), but also the whole edit transcript. As shown above, this can be done at asymptotically the same cost as computing the distance. Each edit transcript contains the operations needed to transform the \( \mu \)-estimate into the corresponding data set string.
It is obvious that only operations that appear in the transcripts have a chance of reducing the SSD. Other edit operations make the $\mu$-estimate not nearer to any other string and can only increase the sum of squared distances. Thus simply looking at the transcripts reveals which edit operations at every position make sense, and only these need to be tested when iteratively improving the $\mu$-estimate. This already improves the performance. But, the idea can be pursued even further. The above described method computes the SSD directly, by comparing the $\mu$-estimate with all set strings after applying each edit operation. This, however, includes a huge amount of redundant computation, because all but one position in the estimate remained unchanged. Or, put in other words, the optimal path through the dynamic programming tables changed only at one cell. The computation can be sped-up further if the number of comparisons is reduced, for example by performing them only after a number of edit operations have been applied. To be able to do this, we need answers to two questions: which operations to apply, and when to perform a new comparison with the set strings?

The heuristic proposed here is the following: For each position, find which edit operation is the most frequent in all transcripts. A “match” is also considered as an edit operation here, but with no effect on the string. Then, apply simultaneously the most frequent operation at every position. Compare the resulting string again with all set strings and repeat until the SSD cannot be further reduced. In other words, a majority vote is taken at each position in the string when choosing the best edit operation.

The heuristic, as presented here, does not actually lead to the minimum possible SSD. Applying the most frequent edit operation at a position in the mean string estimate reduces the edit distance by one for strings which “voted” for that operation, and which are in the majority. This, clearly, reduces the sum of distances over the set. But, for reducing the squared distances, in some cases it might be better to choose a less frequent operation. If some strings differ much from the estimate, modifying it towards them can reduce the sum of squared distances more than modifying it towards similar strings, even if the edit operation proposed by the similar strings overweighs. For example, consider the following three edit transcripts:

\[
\begin{align*}
\text{wbc} & \quad \text{wbc} & \quad \text{wbc} \\
\text{RMM} & \quad \text{RMM} & \quad \text{RRR} \\
\text{abc} & \quad \text{abc} & \quad \text{xyz}
\end{align*}
\]

$\text{wbc}$ is the current estimated mean string and the set of strings is $S = \{ \text{abc}, \text{abc}, \text{xyz} \}$. The estimated mean is not relevant for the discussion and is written only for convenience. For the first two strings, the transcripts contain only one non-match operation so the squared distance for each of them is one. The third
string differs at all three positions, having the square distance of nine. For all strings, SSD = 1^2 + 1^2 + 3^2 = 11. At the first position in the transcripts, the most frequent edit operation is “replace by a”. Applying it would make the mean identical to the first two strings and reduce the SSD by two. But, the operation “replace by x” is better. It leaves the distance between the mean and the first two strings unchanged, but reduces the distance to the third string from three to two. The SSD is thus reduced by five, to SSD = 1^2 + 1^2 + 2^2 = 6.

The above heuristic can be modified, for example by weighting the operations by the improvement in the SSD which they would produce. However, is this really necessary? If the aim is to obtain the string with the lowest SSD, the answer is obviously “yes”. But, if the aim is to get a good representative of the string set, the answer depends on the data model. Minimizing squared distances is common for vectorial data, especially if the noise in them can be considered Gaussian. But strings are not vectors: strings can vary in length, whereas vectors have a fixed dimensionality. Also the symbols in strings are discrete objects and cannot be taken as analogous to vector components, and the noise cannot be Gaussian. Therefore, minimizing squared distances is not a guarantee to reach a good set prototype.

### 2.5.2 Median string

Edit distance bears some similarity to the Hamming and Manhattan distance, since it simply counts the edit operations – as opposed to the Euclidean distance, which sums the squared coordinate differences. This suggests that minimizing simply the sum of distances might be suitable for strings. For scalars, the measure with the minimal sum of distances over the set is the median. When the set size is odd, the median is defined as the middle element of ordered set members. Otherwise it is taken as the mean of its two neighboring elements. It is easy to see that the median has the minimal sum of distances. One only needs to build the set of distances between adjacent points, \{d_{12}, d_{23}, d_{34}, \ldots, d_{N-1,N}\}, and express the sum of distances over them. For the middle point \(M = (N + 1)/2\), the sum is given by:

\[
d_{12} + 2d_{23} + 3d_{34} + \ldots + (M - 1)d_{M-1,M} + (M - 1)d_{M,M+1} + (M - 2)d_{M+1,M+2} + \ldots + 2d_{N-2,N-1} + d_{N-1,N} \quad (2.25)
\]

For any other point \(Q < M\), the sum of distances is:

\[
d_{12} + 2d_{23} + 3d_{34} + \ldots + (Q - 1)d_{Q-1,Q} + (N - Q)d_{Q,Q+1} + (N - Q - 1)d_{Q+1,Q+2} + \ldots + 2d_{N-2,N-1} + d_{N-1,N} \quad (2.26)
\]

what is clearly larger than (2.25). The same holds for \(Q > M\) and for even data set sizes.
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Based on this observation, the generalized median can be defined: it is the point with the smallest sum of distances over the given set. For strings, the above heuristics can be applied for finding it, at least when no indels appear in the edit transcript. With indels present, the edit transcripts for different set strings can be of different lengths. In that case, positions in the transcripts do not correspond to positions in the median estimate, so choosing the most frequent operation at a position is not possible\(^2\). Observe, for example, the following transcripts:

\[
\begin{align*}
\text{a-c--f} & \quad \text{acf} & \quad \text{acf--} \\
\text{MIMIM} & \quad \text{DMM} & \quad \text{MMDII} \\
\text{abcdef} & \quad \text{-cf} & \quad \text{ac-gh}
\end{align*}
\]

The position (6) in the first transcript does not even exist in the other two. The problem is now to align the transcripts, which is equivalent to the problem of aligning the strings themselves. For two strings of length \(n\), we have seen that it can be done in \(O(n^2)\) time. Using conceptually similar dynamic programming algorithms as the above, \(N\) such strings could be aligned in \(O(n^N)\) time, but this is not acceptable in practice. The problem itself is known to be NP-hard (Kececioglu, 1993, Wang and Jiang, 1994).

A number of heuristics exist for this problem. For the application of finding a prototype string, the \textit{star alignment} (Altschul and Lipman, 1989) is a suitable choice, with known performance bounds (Gusfield, 1993). The idea is to start from one string – the “star center” – and align it successively with other strings. If an alignment results in insertions of spaces into the star center, these spaces are retained and such an extended string is used as the center for further alignments. In addition, spaces are simultaneously inserted into all previously aligned strings at the same position. In that way, the previous alignments with the center are preserved.

Having aligned all the set strings with the center, one can produce a new string by taking the most frequent symbol at every position. In molecular biology, such a string is called the \textit{consensus string}. In counting, spaces in the alignments are also considered symbols, and are removed from the final string. It is obvious that such a string reduces the sum of distances over the set, at least when the edit operations carry the same cost. Otherwise, the symbols have to be weighted when computing their frequencies. The obtained string is not necessarily optimal, because star alignment is only a best-effort heuristic, depending on the initialization, that is, the choice of the center. However, by iteratively applying the alignment, using the string obtained in the previous iteration as the star center, a good approximate of the median can be reached.

\(^2\)Needles to say, this problem also plagues the mean
2.5.3 On-line approximation of the string median

The above batch method is conceptually simple, but can be quite slow for a large number of strings. Also, it was mentioned in the Introduction (Section 1.3.2) that on-line pattern recognition methods can be considerably faster than their batch counterparts. To apply distance-based on-line algorithms on strings, we need a method for iteratively updating the prototype.

As a motivation, let us observe how the arithmetic mean can be computed in an iterative fashion for numerical data:

\[
\bar{x}(t+1) = \bar{x}(t) + \frac{1}{t+1} [x(t+1) - \bar{x}(t)]
\]

\[
= \bar{x}(t) + \eta(t+1) \Delta(t+1).
\]

(2.27)

where \(\bar{x}(t)\) and \(\bar{x}(t+1)\) denote the mean of the first \(t\) and \(t+1\) input vectors, respectively, and \(x(t+1)\) the input vector in the \(t+1\)-th iteration. Many pattern recognition algorithms, most notably self-organizing maps and learning vector quantization, use a simplified version of the above equation, in which \(\eta(t)\) is a monotonously decreasing function – not necessarily \(1/t\), – as will be discussed in the following chapters.

Arithmetic operations, like addition and multiplication, are not defined on strings, so a direct analogy with Equation (2.27) is not possible. Instead, the following deliberation is relied on: what would happen if we would apply the star alignment algorithm not on the whole set, but only on a small subset? The obtained string would approximate the subset median, but not necessarily the set median. But, if the subset is representative for the whole set, the approximate would probably also not differ much from the set median. In any case, the approximate is not a worse star center than any other string, but probably better. Thus a good approximate of the set median can be reached by repeatedly computing the star alignment on a random subset, always using the result of the previous iteration as the star center.

The subset size can be fixed manually, as a user-defined parameter. But, its meaning for the results is not transparent to the user. What is a good size: 10, 100, or 10000 strings? What are the effects of the different sizes? To make the algorithm more user-friendly, it is preferable to have a measure related to the results. In this work, the statistical significance of the new approximation is relied on. For each position in the string, a simple binomial test for the two most frequent symbols is performed, again counting the spaces as valid symbols. The probability that the one is more frequent than the other only by chance is calculated. If the probability is below the user-defined threshold – the significance level, – the position is marked as stable. Otherwise, more strings are needed to make the decision, so further strings are taken into the subset.
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Normally, not all positions will become stable simultaneously. The correct approach would be to keep collecting new strings into the subset, aligning them, and computing the significance. Once all positions are stable, the new star center is computed from the aligned strings. In practice, this has proven to lead to large sets, bringing no significant advantage compared to the batch method. Another approach is to apply changes at a position as soon as it becomes stable, and ignore this position in all strings already in the subset when calculating the significance in next steps. This approach is theoretically not correct, because, as the star center changes, the already computed alignment can change, too. Nevertheless, as experiments show, it leads to the correct mean with a high probability.

If weighted edit distance is used, it is not suitable to simply count the two most frequent symbols at each position and perform the binomial test. Instead, the symbols have to be weighted by the associated edit cost, and the two with the highest cumulative costs have to be compared. The zero-hypothesis is now that the both most weighted symbols carry actually the same cumulative weight, and that the observed deviation is due to randomness. If we denote the two highest cumulative weights by \( w_1 \) and \( w_2 \), the hypothesis is:

\[
H_0 : p = \frac{w_2}{w_1 + w_2},
\]

(2.28)

\( p \) being the probability of occurrence of the more weighted symbol. If the hypothesis can be rejected at a user-specified significance level, the most weighted symbol is taken as the average symbol at that position in the string. Algorithm 2.1 presents the idea in pseudo-code.

The effect of the significance level is similar to the one of the parameter \( \eta \) in the numeric version: low significance, like high \( \eta \), leads to more volatile approximations. The algorithm is not really an on-line one, because it waits to collect a certain number of samples before making any changes. But, it is even less a batch algorithm, since it does not need the whole data set to be available before making changes to the estimated median.

Figure 2.8 shows a comparison of the Kohonen (1985) algorithm for computing the string average with the here presented batch and on-line algorithm. As can be seen, both batch algorithms (the Kohonen algorithm is also a batch one) tend to be much slower than the on-line one as the set size rises. However, the algorithm presented here is still somewhat faster. But, the drawback of the Kohonen algorithm is even more obvious when the performance for different string lengths is considered. As the strings get longer (and in molecular biology, they can be hundreds of symbols long), the execution time rapidly rises. Already for modest strings of 50 symbols on average, the Kohonen algorithm is more than an order of magnitude slower than the here presented batch algorithm. The on-line algorithm brings an additional speed-up factor of about five. Also, the execution time...
Algorithm 2.1: On-line approximation of the string average

1: Initialize string $\mu$ somehow, e.g. with a random string from the input set.
2: Initialize the star center: $\mu^* \leftarrow \mu$
3: for $i \leftarrow 1 \ldots \text{len}(\mu)$ do
4:   for all $\alpha \in \Sigma$ do
5:     Initialize the weight of the symbol $\alpha$ at the position $i$: $w_{i\alpha} \leftarrow 0$
6:     Initialize the number of occurrences of $\alpha$ at the position $i$: $n_{i\alpha} \leftarrow 0$
7:   end for
8: end for
9: while there are more strings in the input set do
10:   Take a string from the input set and put it into $s$
11:   Align it with the approximated mean: $(s, \mu') \leftarrow \text{align}(s, \mu)$
12:   $t \leftarrow \text{transcript}(\mu', \mu^*)$  // start star alignment:
13:   for all $\mathcal{D} \in t$ do
14:     Insert space at the corresponding position in $\mu^*$ and update indices of $n_{i\alpha}$ and $w_{i\alpha}$ accordingly.
15:   end for
16:   for all $\mathcal{I} \in t$ do
17:     Insert space at the corresponding position in $s$.
18:   end for  // end star alignment
19:   for $i \leftarrow 1 \ldots \text{len}(s)$ do
20:     $\alpha \leftarrow s[i]$
21:     $n_{i\alpha} \leftarrow n_{i\alpha} + 1$
22:     $w_{i\alpha} \leftarrow w_{i\alpha} + p(\alpha, \alpha) - p(\alpha, \mu[i])$
23:   end for
24:   for $i \leftarrow 1 \ldots \text{len}(s)$ do
25:     Find the most weighted $\alpha, \beta$: $w_{i\alpha} \geq w_{i\beta} \geq w_{i\gamma}, \forall \gamma$
26:     Test the zero-hypothesis: $w_{i\alpha}$ and $w_{i\beta}$ both tend to the same value $W$ as $n_{i\alpha}, n_{i\beta} \to \infty$
27:     if the hypothesis can be discarded on a user-specified significance level $\eta$ then
28:       $\mu[i], \mu^*[i] \leftarrow \alpha$
29:       $w_{i\gamma}, n_{i\gamma} \leftarrow 0, \forall \gamma$
30:     end if
31: end for
32: end while
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Figure 2.8: Speed comparison of string averaging algorithms, measured on artificial sets. **Left**: Execution time as a function of the set size. For the Kohonen and the batch algorithm, it rises much faster than for the on-line one, although the new batch algorithm is still better than the Kohonen’s. **Right**: Execution time as a function of the average string length. For both algorithms presented here it rises only slowly, compared to the Kohonen’s.

of the Kohonen algorithm rises with the alphabet size, whereas it remains almost constant for the other two algorithms.

The above comparison shows that the approximative, on-line algorithm is the fastest. But does it lead to good averages? In order to test this, a number of experiments have been performed. First, random sequences have been generated to serve as the original sequences. Algorithm 2.1 was used, but, instead of relying on a fixed set of corrupted strings, it was fed a new, on-the-fly generated string in each iteration. The strings were obtained by corrupting the original sequence with noise. Despite a high level of noise, up to 75%, the algorithm in most cases converged to the original sequence. Even when it did not succeed, the sequence to which it converged was close to the original one. Table 2.1 summarizes the results.

In self-organizing maps, not only one prototype – the winner – is adapted, but also its topological neighbors, although, depending on the neighborhood function used, possibly to a less extent. For numerical data, this is easily achieved by scaling the difference between the prototype and the sample datum by the neighborhood factor $\tau$ (Equation (3.25)). For strings, the same effect can be achieved by weighting by $\tau$. Also, in learning vector quantization, the prototypes of the class different from the sample datum have to be repelled from it. For numerical data, this is easily done by using a negative adaptation step. Analogously, when the prototypes are strings, the repulsion can be achieved by a negative weighting.
Table 2.1: Convergence of the on-line string averaging algorithm. Depending on the first approximation of the average (the initial star center) and the noise superimposed on the data, the algorithm converged to the original sequence in 62% – 97% of the cases. The noise level denotes the probability of edit operations at each position of the original sequence. The column Iterations shows the number of noisy strings presented to the algorithm before it reaches the original. The number of iterations was limited to 20000. If the algorithm did not converge, the last column shows how often it converged to a similar string, within the specified Levenshtein distance.

<table>
<thead>
<tr>
<th>Initial star center</th>
<th>Noise level</th>
<th>Converged</th>
<th>Iterations $\bar{n} \pm \sigma_n$</th>
<th>Converged within distance [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Original sequence</td>
<td>0.5</td>
<td>97%</td>
<td>796 ± 1294</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>80%</td>
<td>2759 ± 4945</td>
<td>15</td>
</tr>
<tr>
<td>+ noise</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random sequence</td>
<td>0.5</td>
<td>89%</td>
<td>1678 ± 3337</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>62%</td>
<td>2639 ± 4658</td>
<td>16</td>
</tr>
</tbody>
</table>
Chapter 3

Distance-Based Unsupervised Learning

Unsupervised learning is mostly applied for gaining some insight into unlabeled data. The results of the learning are meant to be used directly by a human researcher. Sometimes a graphical data representation can be very useful and, for this reason, it makes sense to include some data visualization techniques into this chapter. By visual inspection, it is sometimes possible to directly determine clusters, however, an automated method is usually preferable, not only for its speed, but also for being probably less biased than a human. Both visualization and clustering methods described in this chapter rely strongly on a distance measure.

As a classical visualization method, Sammon mapping is presented. I will show below how the original algorithm can be improved and applied to strings when a distance measure is defined. K-means, a pure clustering algorithm relying on distance, is also presented and it is shown how can it be applied to strings. Finally, as a synthesis of clustering and visualization, self-organizing maps and their applications to strings are presented.

3.1 Data visualization: Sammon mapping

Data visualization is itself a large field and covering it in depth in a single thesis is not possible. Nevertheless, some issues concerned with high-dimensional and non-vectorial data are relevant for pattern recognition and are discussed here.

Graphically representing one- or two-dimensional vectors in a Cartesian coordinate system is the most straightforward possibility, easily done with a pencil and paper. With modern computers and graphics software, three-dimensional data can also be successfully visualized. From four dimensions on and for data other than vectors, more sophisticated techniques have to be used. If the data come from a
metric space, the following idea can be pursued: Each datum is to be projected onto a lower-dimensional space (typically two-dimensional) in such way that the distances between the projections are as close as possible to the distances between the original points. If the input space metric correctly reflects the data structure, the structure remains preserved in the mapping. As a consequence, one can easily visually inspect the mapped vectors and infer properties of the original data: similarities, clusters etc.

Sammon’s non-linear mapping (Sammon, 1969) is the earliest implementation of this idea and a number of improvements have been proposed, like distance mapping (Pekalska et al., 1999) or curvilinear component analysis (Lee et al., 2000), among others. However, the original Sammon’s method still prevails in practice, and scientists can rely on a number of software implementations, many of them freely available (see, for example Kohonen et al., 1996, Murtagh, 1992, Venables and Ripley, 2001). The mapping has become an established tool in data analysis, with applications from document retrieval, as reported in the Sammon’s original paper, to logo-therapy (Hatzis et al., 1996) and molecular biology (Agraftiotis, 1997), to name just few.

Let $X = \{x_1, x_2, \ldots, x_N\}$ be the set of original data from a metric space. The distance between $x_i$ and $x_j$ shall be denoted by $D_{ij}$. Analogously, let $Y = \{y_1, y_2, \ldots, y_N\}$ be a set of low-dimensional vectors, projections from $X$. In the projection space, the Euclidean distance is used, and $d_{ij} = \|y_i - y_j\|$ denotes the distance between $y_i$ and $y_j$. The task of the non-linear mapping is to compute the vectors from $Y$ such that for all points, $d_{ij}$ is as close as possible to $D_{ij}$. Ideally, $d_{ij} = D_{ij}$ should hold for every $i$ and $j$, but this is obviously achievable only in exceptionally simple cases. To reach an approximate solution, Sammon proposed minimizing the following criterion:

$$E = \frac{1}{\sum_{i<j} D_{ij}} \sum_{i<j} \frac{(D_{ij} - d_{ij})^2}{D_{ij}} \tag{3.1}$$

$E$ is the mapping error, often referred to as “stress”. No assumptions are made about the distance function in the input space, making it suitable for any metric space. For mapping purposes the $D_{ij}$’s can be considered constants, thus the term $1/\sum_{i<j} D_{ij}$ is simply a constant scaling factor without influence on the mappings. It is nevertheless useful to incorporate it, for it normalizes the error with respect to the data set. This makes the mapping error on different data sets comparable.

It is obvious that the error is never negative and falls to zero when the $D_{ij} = d_{ij}$ for all pairs of input objects. Minimizing it is performed by choosing appropriate coordinates for vectors $y_i$. This is not a trivial task, but nevertheless a standard optimization problem. A great variety of numerical algorithms exists for that purpose. As a rule, they start from some initial (e.g. random) setting and iteratively
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adapt the vector coordinates. The procedure is repeated until the error cannot be further reduced.

The error function is a relatively simple continuous function, but not so simple that the minimum could be found analytically. Instead, a gradient descent method, like Newton’s, can be used. The original Newton’s method is an iterative method for finding a zero point of a non-linear function. In a simple, one-dimensional case, where the function depends only on one variable \( f = f(x) \), the method is described by the formula:

\[
x(t + 1) = x(t) - \frac{f(x(t))}{f'(x(t))}
\]

where \( t \) denotes the iteration step. Basically, it approximates the function by a straight line and determines the next approximation of the zero-point as the point where the line intersects the x-axis. Recalling that function extremes are characterized by having the first derivative equal to zero, Newton’s method can be applied as follows for finding them:

\[
x(t + 1) = x(t) - \frac{f'(x(t))}{f''(x(t))}
\]

This approach, unfortunately, does not distinguish between a minimum and a maximum and leads to either one of them. An extreme is a minimum only if the second derivative is positive. Seeing that the second derivative appears in denominator of the above formula, we can try to force it to be always positive, thus “tilting” the direction of the adaptation step always towards minimum:

\[
x(t + 1) = x(t) - \frac{f'(x(t))}{|f''(x(t))|}
\]

In case of Sammon Mapping, the error function – the function we wish to minimize – depends on many variables. Each coordinate \( q \) of every vector \( y_p \) influences it. The minimum has to be found by taking them all into account. The simplest (but not very good) approach is to treat them all independently and minimize the error along each of them separately. All this together leads to Sammon’s adaptation rule:

\[
y_{pq}(t + 1) = y_{pq}(t) - \eta \cdot \Delta_{pq}(t)
\]

\( \eta \) is an empirical “magic factor” which actually slows down the descent, but has a desirable effect of avoiding overshooting the minimum in highly non-linear areas. Typical values are between 0.3 and 0.4. Without loss of generality, we can set it
to 1 and thus safely ignore it in further discussion. $\Delta_{pq}(t)$ is the adaptation step in the $t$-th iteration for the $q$-th component of an output vector $y_p$:

$$\Delta_{pq}(t) = \frac{\partial y_{pq} E(t)}{\left| \partial^2 y_{pq} E(t) \right|}$$

(3.6)

Here, a shorthand notation with the following meaning is used:

$$\partial y_{pq} E(t) = \frac{\partial E(t)}{\partial y_{pq}} \quad \text{and} \quad \partial^2 y_{pq} E(t) = \frac{\partial^2 E(t)}{\partial y_{pq}^2}$$

(3.7)

The form of the partial derivatives is not relevant for further discussion, but they are given here for completeness:

$$\partial y_{pq} E(t) = \frac{-2}{\sum_{i<j} D_{ij}} \sum_{j\neq p}^N \frac{D_{pj} - d_{pj}}{D_{pj} d_{pj}} (y_{pq} - y_{jq})$$

(3.8)

and

$$\partial^2 y_{pq} E(t) = \frac{-2}{\sum_{i<j} D_{ij}} \sum_{j\neq p}^N \left[ \frac{d_{pj}^2 - (y_{pq} - y_{jq})^2}{d_{pj}^2} - \frac{1}{D_{pj}} \right]$$

(3.9)

By considering the first error derivative to be locally linear, the method consequently assumes that the error function is locally quadratic. Then, if the second derivative is positive, the parabola is convex (facing upwards) and the adaptation step leads towards its angular point, which is also a (local) minimum. For a negative second derivative, the parabola is concave, but, thanks to taking the absolute value in the denominator, the adaptation step leads away from the angular point, which in this case is a local maximum.

### 3.1.1 Improving Sammon mapping

There are two problems with this simple approach. First, by simply taking the absolute value of the second derivative, $\Delta_{pq}$ is only guaranteed to have the optimal direction, but not size. When $\partial^2 y_{pq} E(t)$ is negative, the above method assumes the minimum at the same distance but in the opposite direction of the estimated maximum. Put in other words, the error function is assumed to be antisymmetrical with respect to the current position. This can be true only by chance. In the vicinity of an inflexion point, the problem becomes even more serious: $\partial^2 y_{pq} E(t)$ tends to be close to zero and causes $\Delta_{pq}$ to be very big. In the inflexion point itself, $\Delta_{pq}$ rises to infinity.
Another weakness lies in the simplification of Newton’s method, by using the second derivatives only along coordinate axes. In other words, terms of type:

$$\frac{\partial^2 E(t)}{\partial y_p \partial y_v}$$

are ignored for all $p \neq u$ and $q \neq v$. Practically, this approach adapts all coordinates of a point independently of each other. Mathematically speaking, the Hessian matrix is supposed to be a diagonal one. It is easily seen that this assumption does not hold; off-diagonal elements are non-zero. As a consequence, the computed $\Delta_{pq}$ can be far away from the optimal one. The behavior is illustrated in Figure 3.1. It shows a hypothetical two-dimensional error function $z = E(x, y)$ from two slightly different viewpoints. In this example, $E(x, y)$ has a form of an elliptical paraboloid. On the left, a perspective view is given and on the right the function is shown as seen from the $xz$-plane (along the $y$-axis). Let us assume that the current approximation of the minimum lies at point $A$, with some coordinates $(x_A, y_A, z_A)$. The actual minimum lies at $M$ with coordinates $(x_M, y_M, z_M)$. With Sammon’s approach, adapting the $x$-coordinate of the current approximation would lead towards $B$ – the point with the lowest $z$-coordinate at the fixed $y$. This
Figure 3.2: Four cases of error function shape and its quadratic approximation. From left-to-right: (1) error function is locally convex and the angular point of the approximation is above zero; (2) current minimum estimate is in the inflexion point and the parabola degenerates to a line; (3) concave error function; (4) convex error function and the angular point of the parabola is below zero.

point is the angular point of the parabola resulting from intersecting the paraboloid with the $y = y_A$ plane. It is obvious that this adaptation, although optimal for that $y$, overshoots $x_M$, which is the $x$-coordinate of the paraboloid minimum. By analogous reasoning it can be seen that the adaptation of $y$-coordinate is also wrong. Only by taking into account both axes simultaneously, the optimal step size can be computed.

A “minimally invasive” improvement would be to change as little as possible in the algorithm while fixing the weaknesses. The first weakness, arising from simply taking the absolute value of the error function’s second derivative is easy to fix. Let us investigate four possible cases, illustrated in Figure 3.2. In the first case (extreme left), the parabola approximating the error function is convex and its angular point is above zero – this is the “normal” case for which Sammon’s method works well. In the second case (center left), the current minimum approximation is in the inflexion point and the second derivative is zero. To avoid division by zero, which would happen in the Sammon’s approach, we define $\Delta_{pq}(t)$ according to Newton’s original method:

$$\Delta_{pq}(t) = \frac{E(t)}{\frac{\partial}{\partial y_{pq}} E(t)}$$  \hspace{1cm} (3.11)

In other words, we assume the error function to be locally linear.

In the third case (center right), when the parabola approximating the error function is concave, we choose the adaptation step to lead into the parabola’s zero point:

$$\Delta_{pq}(t) = \frac{\partial}{\partial y_{pq}} E(t) + \text{sgn}(\frac{\partial}{\partial y_{pq}} E(t)) \cdot \sqrt{\left(\frac{\partial^2}{\partial y_{pq}^2} E(t)\right)^2 - \frac{2E(t)}{\frac{\partial}{\partial y_{pq}} E(t)}}$$  \hspace{1cm} (3.12)
Finally, in the fourth case, the parabola is convex, but with the angular point below zero. Here, no obvious favorite exists and it is a matter of design which of the above three adaptation steps is chosen. Newton’s rule is the most conservative, leading to smaller steps and consequently to slower convergence but also less oscillations, whereas jumping directly into the parabola’s angular point is the most radical choice with opposite consequences.

This modified method works properly in all cases and needs only a minor modification of existing implementations, just a couple of lines of code. However, measurements show only insignificant improvements of convergence speed. It has to be concluded that the problem of Hessian matrix not being diagonal is the major one, so established optimization methods should be considered.

The method used by Sammon resembles roughly the Quickprop training algorithm for neural networks (Fahlman, 1988), with Quickprop being somewhat more heuristic and taking precautions in the above mentioned problematic cases. However, another method, Rprop (Riedmiller and Braun, 1993) (short for resilient propagation) performs better in many cases.

The key idea of Rprop is to use the error derivative only to determine the direction of the adaptation step. The step size depends on success of the previous iteration. It is computed according to a simple “reinforcement learning” rule: if the previous step left the gradient direction unchanged, the step size is increased. This has the effect of accelerating the descent in that direction. If the gradient direction changed, it is an indication that a minimum was jumped over. In that case, the direction is changed, and the step is reduced. In addition to these rules, the step size is limited from above and below to certain predefined values which are generally not critical for the performance. A big benefit of such behavior is that the step size remains reasonably large even in flat regions and reasonably small on steep slopes. This increases the convergence speed. At the same time, the risk of jumping far over the optimum is limited. While the first derivative of the error function appears only implicitly, the second derivative is not needed at all. This makes Rprop very easy to implement, because there is no need to compute the Hessian matrix.

The Rprop gradient descent rule is precisely described as follows:

\[
y_{pq}(t + 1) = y_{pq}(t) - \Delta_{pq}(t) \cdot \text{sgn}(\partial_{y_{pq}} E(t)) \tag{3.13}
\]

with

\[
\Delta_{pq}(t) = \eta(t) \cdot \Delta_{pq}(t - 1) \tag{3.14}
\]

and

\[
\eta(t) = \begin{cases} 
\eta^+ & \text{for } \partial_{y_{pq}} E(t) \cdot \partial_{y_{pq}} E(t - 1) > 0 \\
\eta^- & \text{for } \partial_{y_{pq}} E(t) \cdot \partial_{y_{pq}} E(t - 1) < 0 \\
1 & \text{for } \partial_{y_{pq}} E(t) \cdot \partial_{y_{pq}} E(t - 1) = 0
\end{cases} \tag{3.15}
\]
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where

\[ 0 < \eta^- < 1 < \eta^+ \]  \hspace{1cm} (3.16)

Typical values are \( \eta^+ = 1.2 \) and \( \eta^- = 0.5 \).

Based on these equations, Algorithm 3.1 is defined.

3.1.2 Comparison of mapping speed and quality

The two described variants of gradient descent (the modified rule for computing \( \Delta_{pq} \) and the Rprop algorithm) have been tested in producing Sammon mappings of different real-world data sets. Two data sets from Murphy and Aha (1994), Iris (Fisher, 1936) and Pima Indians diabetes (Smith et al., 1988), contained numeric data. The third was constructed of amino-acid sequences of proteins belonging to the kinases family, taken from the PIR data base (Barker et al., 1998). The results were compared with the results produced by original Sammon’s algorithm. Three programs were written for this purpose: one, implementing the original Sammon’s algorithm, the second one with the modified gradient descent and the third one with the Rprop algorithm. The programs were tested in a number of runs: 20 for the numerical data sets (Iris and Pima Indians) and 5 for the more complex kinases set. For better comparison, care has been taken that all programs use the same pseudo-random numbers in same runs. Table 3.1 summarizes the results.

As it can be seen, the Rprop algorithm is clearly superior to both the original Sammon’s method and the modified version. For all data sets it is much faster, even orders of magnitude, and the resulting projections have significantly lower errors. The modified Sammon’s gradient descent is roughly as fast as the original method, but in general leads to better projections. A lack of significant speed difference is not very surprising, because the algorithms share the same weakness concerning the Hessian matrix. However, it should be noted that in the 20 runs the original method diverged once on the Iris and twice on the Pima Indians data set, whereas both other methods are divergence-safe.

More sophisticated second-order methods, like conjugate gradient (Fletcher and Reeves, 1964) or Levenberg-Marquardt (More, 1977), are even more promising. It should be noted, however, that second-order algorithms are much more complex and consume much space and time on computing the Hessian. Measurements performed by my colleague Jan Poland suggest that Levenberg-Marquardt algorithm leads to a lower error, but, for larger data sets, at the price of slower computation. The Rprop algorithm is still orders of magnitudes faster.
### Algorithm 3.1: Sammon mapping with Rprop gradient descent rule.

1. Let $X = \{x_1, x_2, \ldots, x_N\}$ be the set of input data with a defined metric.
2. Let $M$ be the dimensionality of the mapping space (normally two).
3. Initialize the projections $y_1, y_2, \ldots, y_N$ somehow, e.g. to random values.
4. for $p \leftarrow 1 \ldots N$ do
5.   for $q \leftarrow 1 \ldots M$ do
6.     Initialize the adaptation step $\Delta_{pq}$: $\Delta_{pq} \leftarrow \Delta_{\text{INIT}}$
7.     Initialize the old partial derivative $\partial_{y_{pq}} E_{\text{OLD}}$ to zero.
8.   end for
9. end for
10. for $i \leftarrow 1 \ldots N$ do
11.   for $j \leftarrow 1 \ldots N$ do
12.     Compute the distance in the input space: $D_{ij} = d_{IN}(x_i, x_j)$.
13.   end for
14. end for
15. while the user-defined limit number of steps has not been reached do
16.   for $i \leftarrow 1 \ldots N$ do
17.     for $j \leftarrow 1 \ldots N$ do
18.         Compute the (Euclidean) distance in the mapping space:
19.         $d_{ij} = \sqrt{(y_i - y_j)^2}$.
20.     end for
21.   end for
22.   for $p \leftarrow 1 \ldots N$ do
23.     for $q \leftarrow 1 \ldots M$ do
24.         Compute $\partial_{y_{pq}} E$ according to the Equation (3.8).
25.         Compute current $\eta$ according to the Equation (3.15).
26.         Compute the new $\Delta_{pq}$: $\Delta_{pq} \leftarrow \eta \Delta_{pq}$ (Equation (3.14)).
27.     end for
28.   end for
29.   for $p \leftarrow 1 \ldots M$ do
30.     for $q \leftarrow 1 \ldots M$ do
31.         Compute the new $y_{pq}$: $y_{pq} \leftarrow y_{pq} - \Delta_{pq} \text{sgn}(\partial_{y_{pq}} E)$ (Equation (3.13)).
32.     end for
33. end for
34. end while
Table 3.1: Comparison of algorithms performance on different data sets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Execution time (s)</th>
<th>Projection error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{t} \pm \sigma_t$</td>
<td>$\bar{E} \pm \sigma_E$</td>
</tr>
<tr>
<td>Iris data set (20 runs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>2083.6 ± 298.6</td>
<td>0.03344 ± 0.065</td>
</tr>
<tr>
<td>Modified</td>
<td>2004.7 ± 394.4</td>
<td>0.01233 ± 0.0027</td>
</tr>
<tr>
<td>Rprop</td>
<td>4.2 ± 4.24</td>
<td>0.00485 ± 0.0011</td>
</tr>
<tr>
<td>Pima Indians data set (20 runs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>60238 ± 1416</td>
<td>0.284 ± 0.077</td>
</tr>
<tr>
<td>Modified</td>
<td>57889 ± 11823</td>
<td>0.148 ± 0.088</td>
</tr>
<tr>
<td>Rprop</td>
<td>326 ± 184</td>
<td>0.013 ± 0.001</td>
</tr>
<tr>
<td>Kinases data set (5 runs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>71956 ± 1806</td>
<td>0.258 ± 0.08</td>
</tr>
<tr>
<td>Modified</td>
<td>72539 ± 2469</td>
<td>0.133 ± 0.021</td>
</tr>
<tr>
<td>Rprop</td>
<td>11269 ± 8100</td>
<td>0.045 ± 0.00005</td>
</tr>
</tbody>
</table>

3.2 Sammon mapping of string data

Sammon mapping is suitable as the first step in the analysis of multi-dimensional or otherwise visually not representable data. It can be applied to string data, simply by defining $D_{ij}$ in Algorithm 3.1 as a string distance.

The corrupted English words are not really an example of visually not representable data, since they can be written down and compared. But, as the excerpt from the data set shows (Section 1.5), the relationship between the words might still be hard to reveal.

Sammon mapping of the words (Figure 3.3) shows one approximately round cluster. The cluster is not homogenous, suggesting that more subclusters exist. As can be seen, words from the same class are mapped onto contiguous areas. Nevertheless, without different markings for classes, it is not straightforward to say how many classes exist. As the noise level is increased, the overlap on the class boundaries also increases. Curiously, the classes can still be assigned a contiguous area in the mapping.

A much different situation appears with the set of seven protein families (Figure 3.4). For some families, like sodium channel proteins, the dispersion inside the class is larger than the distance between other classes. Also, the mapping
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**Figure 3.3:** Sammon mapping for seven garbled English words. The words were garbled with 50% noise. The mapping produces a compact cluster, but classes are still well separated.

**Figure 3.4:** Sammon mapping for seven protein families. The fan shape is typical for poor mapping, when the mapping space cannot capture the relationships in the input space. Some classes are widely dispersed, whereas others are concentrated near one vertex of the “fan”.
shows a typical fan shape, spreading angularly from one point. Such shapes are usually a sign that the mapping space is not rich enough to represent the data relationships. In this case, if the data were not labeled, it would be hard to tell if they form different clusters.

![Image](image.png)

**Figure 3.5:** Sammon mapping for hemoglobine $\alpha$ and $\beta$ chains. In the mapping, two clusters, corresponding to the two chains, are obvious.

For the hemoglobine data, the mapping is highly informative. Two elongated, slightly C-shaped clusters are obvious (Figure 3.5). Even more, a closer look suggests that the clusters split further in subclusters. One can guess the number of such subcluster to five or six.

Some structure can also be recognized in the mapping of kinase families (Figure 3.6). One family – the CMGC kinases, represented by diamonds, right on the map – forms a compact cluster, distinguishable from others. The PTK family (circles, on the left) could also be recognized, although not that easy, because at some points it touches the OPT family (crosses). OPT, containing various kinases not belonging to other families, is represented across the map, from top to bottom. Without it, it would be perhaps possible to differentiate between the AGC and CaMK families (triangles and squares), which are themselves quite near. There is also a slight overlap between the latter two families, at least in the mapping. Therefore, automated clustering methods, working directly on in the sequence space might be desirable.
3.3. OVERVIEW OF CLUSTERING

The general assumption behind clustering is that the data form more or less identifiable groups (clusters), such that a certain degree of commonness is higher inside the groups than between them. Distance-based methods assume that the commonness is somehow reflected in the distance between data – the lower the distance, the higher the commonness. The primary task of clustering is to identify the data forming clusters, e.g. by enumerating them and listing all data belonging to the same cluster. Often, additional information are provided, for example: where are the cluster centers, what are their boundaries, which shapes do the clusters have, and so on.

The insight obtained by clustering can already be helpful by itself, but it can also support further processing steps. For example, a comprehensive summary about data, their distribution and shape can reveal relevant features and give clues about meaningful parameter settings for classification or about the applicability of different classification algorithms.

Many of the popular clustering algorithms consider clusters to be equal, in the sense that they compete each other. In other words, the data structure is considered flat. Another category are hierarchical algorithms: they assume data to form

Figure 3.6: Sammon mapping of the kinase superfamily. The CMGC family (diamonds) and, somewhat weaker, the PTK family (circles) can be recognized as separate clusters. AGC (triangles) and CaMK (squares) families are not easy to separate. The picture is additionally complicated by the OPK family, which stretches across the map.
nested clusters, so each cluster can contain subclusters, each of them can contain further subclusters and so on. For certain applications, hierarchical clustering is a very natural representation and conceptually easy to understand. For example, relationships between species in biology are most naturally explained in terms of hierarchical families, subfamilies etc. Also, pattern recognition algorithms can be divided into three clusters: clustering, classification and function approximation algorithms; clustering consists of flat and hierarchical algorithms and so on. However, computational complexity of hierarchical algorithms is usually much higher than for the flat ones. Chapter 6 presents an algorithm that can be used for revealing the hierarchy.

An important and still largely unsolved question concerns the number of clusters to derive. Some algorithms, most prominently $K$-means, return a user-specified number of clusters, regardless of their validity. It is then the user’s responsibility to specify a meaningful number. Another possibility is to rely on a criterion function. For example, one can take the criterion function of the form:

$$J_e = \frac{1}{N} \sum_{k=1}^{K} \sum_{x \in C_k} d(x, \mu_k)^2,$$  \hspace{1cm} (3.17)$$

where $C_1, C_2, \ldots, C_K$ are the disjoint sets of points $x$, each represented by a $\mu_k$. The criterion $J_e$ can be minimized by choosing optimal $K$ and $\mu_k$’s. The purpose is to minimize the quadratic deviation of the data from the cluster centers. Clearly, the minimum is reached when each datum is the center of its own cluster, since the distance would always be zero. A reasonable number of clusters can be found iteratively. The above criterion function falls monotonically with the increasing number of clusters, but beyond a certain value - the natural number of clusters - it falls only insignificantly. Such a function assumes spherical clusters and prefers clusters of similar sizes to diverse-sized clusters. Also, the choice of distance measure influences the outcome.

Other criterion functions can be defined, each having its own advantages and disadvantages. The main problem, however, is the computational complexity: the problem of finding the optimal partition is NP-hard (Garey and Johnson, 1979). There is an exponential number of possible partitions and an exact algorithm would have to check a large part, if not all of them in order to find the solution. Therefore, a number of heuristics have been proposed, aimed at achieving an acceptable computation time. The basic idea is to start with a reasonable guess for the number of clusters and their positions and to iteratively improve the values. Like all iterative approaches, this one is prone to local minimums. Other promising methods for estimating the number of clusters rely on spectral analysis of the data and are presented in Chapter 6.
3.3.1 Data distributions

In pattern recognition in general it is common to assume that the data are generated by some process which produces deterministic data, but, before reaching the observer, some noise is superimposed on them. In clustering, it is common to assume several processes, each generating a cluster. Lacking dependent attributes (they are present only in classification and regression), the noise can only influence the independent ones. For numerical data it is usual to assume a Gaussian noise, but in other cases, like for strings, other deliberations have to be made.

Having no previous knowledge, it is common to assume that all data generated by the same process are identical with a value, say, $c_j$. In other words, for each cluster there is a central (prototypical) point $c_j$ from which the cluster points are obtained by superimposing noise to it. For numerical data this can be written as

$$C_j = \{x_i, x_i = c_j + \xi_i\}$$

where $\xi_i$ are samples from some random distribution and represent the noise. For non-numeric data, the influence of the noise has to be modeled in some other way, but the principle remains the same. In case of strings, the established approach is to model the noise as edit operations: replacements, insertions and deletions of symbols. The points $c_j$ are referred to as cluster centers. Depending on the noise distribution they can, but need not coincide with the means of the cluster data.

Assuming clusters distributed around centers is the approach that imposes little structure on the data. For other cluster shapes, like numerical clusters distributed around lines, curves etc., the parameters of the shapes have to be determined, even if we knew which is the right shape. On the other hand, non-central clusters are not uncommon in real-world data. A number of models, traditionally most often regarded as neural, have been developed to counter this problem. The basic idea is to assume that each cluster, whatever shape it might have, consists of smaller, continuous areas where data distribution is homogenous and symmetric. For each of these areas, a separate representative is assigned. By connecting them, the whole cluster is covered. Details of specific models are discussed below.

3.4 K-Means

A classical and probably the best known distance-based clustering algorithm is K-means (MacQueen, 1967). This is a conceptually extremely simple hard-learning, iterative algorithm. It was originally stated as an on-line algorithm, but the batch version (Lloyd, 1982) is equally simple.

As the name suggests, K-means partitions the data into $K$ clusters, each represented by its centroid (mean). The mean serves as the prototype or model value
for the whole cluster. By clustering the data around cluster centers, $K$-means algorithm can be seen as a heuristics attempting to minimize the above criterion function (3.17). The original, on-line algorithm can be summarized as in Algorithm 3.2.

**Algorithm 3.2: On-line $K$-means clustering**

1: Let $D$ be a set of data points $x_i$
2: Let $C_j; j = 1, 2, \ldots, K$ be initially empty clusters.
3: for $j \leftarrow 1 \ldots K$ do
4: Take a random point $x$ out of $D$ and put it into $C_j$
5: $\mu_j \leftarrow x$
6: end for
7: while there are more points in $D$ do
8: Take a random point $x$ out of $D$
9: Find the corresponding cluster $C_j : d(x, \mu_j) < d(x, \mu_k), \forall k \neq j$.
   In case of a tie, $d(x, \mu_q) = d(x, \mu_k)$ for some $q \neq k$, use $j = \min(q, k)$, i.e. the cluster with the lower index.
10: Put $x$ into $C_j$.
11: Compute the new $\mu_j: \mu_j \leftarrow \text{mean}(C_j)$.
12: end while

The tie-breaking criterion in Step 9 was formulated in (MacQueen, 1967). It is aimed at making the algorithm more “deterministic”, i.e. delivering reproducible results if the data were presented in the same order. In practice, when points are picked randomly, the tie-breaking criterion is usually formulated as a stochastic one, assigning points randomly to equally distant clusters. Also, the mean in Step 11 is normally computed incrementally, according to the equation 2.27, so the clusters $C_j$ need not be explicitly stored.

The algorithm is sensitive to the initialization and to the sampling order (Steps 4 and 8). The problem of sampling order can be alleviated by using the batch version of the algorithm. Instead of updating the centroids after every point is presented, it computes the new centroids as the means of all points being the nearest to the old ones. The process is repeated until all new centroids are identical with the old ones. The algorithm can be summarized as in Algorithm 3.3.

This algorithm is still sensitive to the initialization (Step 1). Both batch and on-line algorithm have another disadvantage: they prefer clusters of similar sizes. The more the clusters differ in size, the more striking the disadvantage. Consider the set $D = \{0, 1, \ldots, 60, 70, 71, \ldots, 100\}$, i.e. integers from zero to 100 with the gap between 61 and 69. Obviously, the natural classification is into two clusters, $C_1 = \{0, 1, \ldots, 60\}$ and $C_2 = \{70, 71, \ldots, 100\}$. Their means are $\mu_1 = 30$ and $\mu_2 = 85$. But even using the correct means as initialization, the batch $K$-means
Algorithm 3.3: Batch $K$-means clustering

1: Let $D$ be a set of data points $x_i$.
2: Let $C_j$, $j = 1, 2, \ldots, K$ be initially empty clusters.
3: for $j \leftarrow 1 \ldots K$ do
4: Take a random point $x$ from $D$.
5: Initialize the cluster mean: $\mu_j \leftarrow x$.
6: end for
7: repeat
8: for $i \leftarrow 1 \ldots N$ do
9: Assign $x_i$ to the corresponding cluster $C_j : d(x, \mu_j) \leq d(x, \mu_k), \forall k$.
10: end for
11: for $j \leftarrow 1 \ldots K$ do
12: $\mu_{j,\text{OLD}} \leftarrow \mu_j$
13: $\mu_j \leftarrow \text{mean}(C_j)$
14: end for
15: until $\mu_j = \mu_{j,\text{OLD}}$ for all $j$

Another reason why batch $K$-means leads to better results than the on-line version is that it makes several passes through the data set. It terminates only after reaching a stable state. This is in contrast to Algorithm 3.2, which makes only one pass through the set and does not necessarily reach a stable state. Therefore, the on-line algorithm is often extended to include more iterations through the set, as presented in Algorithm 3.4.

Algorithm 3.4: Multi-pass on-line $K$-means clustering

1: Perform $K$-means according to Algorithm 3.2.
2: repeat
3: for $j \leftarrow 1 \ldots K$ do
4: $\mu_{j,\text{OLD}} \leftarrow \mu_j$
5: end for
6: Perform Algorithm 3.2, starting from Step 7.
7: until $\mu_j = \mu_{j,\text{OLD}}$ for all $j$

In the above simple, one-dimensional example, the question of cluster shapes did not make sense. In case of multi-dimensional data, the shapes can become an issue. Through its assignment rule, $K$-means implicitly expects the clusters to be spherical. More precisely, the underlying assumption is that the data distribution inside clusters is rotation invariant, i.e. that data density depends only on the dis-
Distance from the cluster center, and not on the direction. In case of the Euclidean distance measure, this corresponds to the common sense meaning of “round”. Using the Mahalanobis distance, the algorithm implies elliptical clusters, and other distance measures lead to other presumed shapes. The cluster boundaries, however, are given by the Voronoi tessellation of their centers and are piecewise linear. They do not depend on the intra-cluster data distribution, but on the distribution of cluster centers in the data space. As a consequence, the shape of obtained cluster boundaries is not correlated to the real cluster shapes.

Figures 3.7-3.10 show examples of two-dimensional clusters and cluster boundaries obtained with batch \( K \)-means. As it can be seen, the cluster bound-

**Figure 3.7:** Three clusters found by \( K \)-means. Thick points denote estimated cluster centers and the lines the estimated cluster boundaries.

**Figure 3.8:** Two overlapping clusters. The centers estimated by \( K \)-means do not correspond to the real ones, which lie in the circle centers, but the boundary is correct.

**Figure 3.9:** Two elongated clusters. \( K \)-means is incapable of determining the correct boundary.

**Figure 3.10:** Results from \( K \)-means on the same data set but with different initial position of cluster centers. The class boundaries in the left and right figure are completely different.
aries, although not corresponding to cluster shapes, successfully enclose approximately round clusters, but, as Figure 3.8 shows, computed centers do not necessarily correspond to the real ones (±3.8668 instead of ±3.125). As the clusters get more elongated, or even concave, the obtained clustering departs from natural clusters. Figure 3.10 shows how different initializations can lead to significantly different results.

3.5 $K$-Means on string data

Both on-line (Algorithms 3.2 and 3.4) and batch (Algorithm 3.3) $K$-means can be applied to strings by using a string distance, like Levenshtein distance, or a similarity-based distance, as described in Section 2.3. In addition, an average for strings has to be used. $K$-means, as described above, use the arithmetic mean (Steps 11 and 13, respectively), but any other prototype is equally acceptable, if it adequately represents the data relationships. As shown in Section 2.5.3, string medians can be computed significantly faster in an on-line manner. Therefore, Algorithm 2.1 was used in $K$-means for strings, implying the use of an on-line $K$-means algorithm. For better stability, multi-pass Algorithm 3.4 was used.

$K$-means with $K = 7$ was performed on the 50% corrupted English words, using Levenshtein distance. In a typical test, after 2000 iterations, the obtained set of prototypes was:

nce railway macrobiotics underaged
woff distance philosopher

As can be seen, none of the obtained prototypes differs in more than one edit operation from the original word, used for generating the set. The quality of the results did not depend on the initialization. The dispersion of the strings is so high that even choosing an element from one cluster as the initial prototype did not guarantee that it will eventually converge to or come close to the real prototype for that class. The position of the prototypes in the Sammon mapping is shown in Figure 3.11. Also, the number of iterations is not critical for the performance, comparably good results have been achieved after 1000, 500, and even 300 iterations. Good results have been achieved even on the words corrupted by 75% noise:

ice railway macrobiotic underaged
wols distance philosopher

Here, too, the obtained prototypes differ at most in one edit operation from the original words. There are three prototypes not identical to the original, compared
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Figure 3.11: Sammon mapping of $K$-means for corrupted English words. Seven prototypes were used. The words were corrupted by 50% noise. Still, the prototypes are almost identical to the original, uncorrupted words.

to only two in case of 50% noise. Assignment of samples to clusters based on the prototypes is shown in Table 3.2.

Using 14 prototypes instead of seven lead to results like the following:

<table>
<thead>
<tr>
<th>ice</th>
<th>railway</th>
<th>macrobitics</th>
<th>underaged</th>
</tr>
</thead>
<tbody>
<tr>
<td>wolf</td>
<td>distance</td>
<td>philosopher</td>
<td>uneahd</td>
</tr>
<tr>
<td>mcrblotias</td>
<td></td>
<td>hchosopher</td>
<td></td>
</tr>
<tr>
<td>jhinvofpzepi</td>
<td></td>
<td>micrflbotxhercsv</td>
<td></td>
</tr>
<tr>
<td>phpqzwosopjern</td>
<td></td>
<td>mcceobdiojjrzxcs</td>
<td></td>
</tr>
</tbody>
</table>

As it can be seen, some prototypes converged towards the original words, whereas others seem completely uncorrelated with them. The former actually represent the clusters, while the latter cover only distant outliers. In the mapping (Figure 3.12), the prototypes are pushed away, to the outer frontiers of the set.

For clustering biological data, a distance measure based on BLOSUM62 scoring matrix was used. For the hemoglobine chains, already two prototypes suffice to separate the data into the natural clusters, $\alpha$ and $\beta$ chains: 164 samples are assigned to the $\alpha$ cluster and 157 to the $\beta$ cluster. The numbers sum to 321 – one more than the set size – because one sample is equally near to both prototypes and can be assigned to any of the clusters. In practical application, one could resolve
Figure 3.12: Sammon mapping of $K$-means for corrupted English words, with 14 prototypes. Above: Mapping for the data with 50% noise. Below: Mapping for 75% noise. The superfluous prototypes are pushed aside, seven or eight are sufficient for representing the data.
Table 3.2: $K$-means of corrupted English words, using seven prototypes. Each prototype covers a cluster quite well. Short words, ice and wolf are less specific and are more likely to be confused. This lies on the Levenshtein distance used, which punishes each edit operation equally.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
<th>$\mu_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ice</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wolf</td>
<td>74</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>railway</td>
<td>3</td>
<td>48</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>distance</td>
<td>65</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>underaged</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td>74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>philosopher</td>
<td>3</td>
<td>77</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>macrobiotics</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>40</td>
</tr>
</tbody>
</table>

the ambiguity by assigning it randomly to only one cluster. The same clustering results were obtained in different runs and with different parameters, independent of the initialization.

It was said in Section 3.2 that one can recognize five or six clusters in the Sammon mapping of the hemoglobine data. Performing $K$-means on them with six prototypes leads to results like in Table 3.3. Contrary to the expectations, the algorithm is able only to recognize the two large clusters, $\alpha$ and $\beta$. Most of the data in the set are represented by only two prototypes, one for each family. The remaining prototypes cover only single outliers. A graphical representation is given in Figure 3.13.

The above results have been obtained using relatively volatile prototypes, at the significance level $\eta = 0.2$. But even with a more conservative approach, with $\eta = 0.02$, the distribution of prototypes is only slightly better (Table 3.4). They still do not cover the natural subclusters, corresponding to A- and D-type of the $\alpha$-chain and different species (mammals versus others) in the $\beta$-chain. The number of samples covered by each prototype corresponds roughly to the number of subcluster members, suggesting that the differentiation might work to a certain extent (Table 3.4). However, looking more closely which data are covered by which prototype, it is obvious that the correspondence is not very reliable. Moreover, the results are not reproducible, leading to quite different results in different runs (Table 3.5).

$K$-means was applied to the kinase data set using five and ten prototypes, and in with $\eta = 0.02$ in both cases. Again, BLOSUM62 scoring matrix was used. As Table 3.6 shows, four classes are quite well represented by the prototypes, only the OPK class is covered by several prototypes. The reason for this apparent
Figure 3.13: K-means for two hemoglobin chains. The prototypes are mapped on the original Sammon map of the proteins. Six prototypes were used, but already two cover almost the whole set.

Table 3.3: K-means of hemoglobin $\alpha$ and $\beta$ chains using six prototypes and $\eta = 0.2$. $\mu_i$ are the prototypes, and $N_\alpha$ and $N_\beta$ denote the number of sequences from each class that are assigned to the prototype. Already two prototypes, $\mu_3$ and $\mu_5$ represent almost the whole set divided into the correct classes. One string is equally near to two prototypes, therefore the numbers in the table sum to 321, which is one more than the set size.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\alpha$</td>
<td>1</td>
<td>159</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$N_\beta$</td>
<td>1</td>
<td></td>
<td>2</td>
<td>154</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: K-means of hemoglobin $\alpha$ and $\beta$ chains using six prototypes and a more conservative $\eta = 0.02$. Number of samples covered by each prototype suggests that there might be subclusters in each cluster.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\alpha$</td>
<td>5</td>
<td></td>
<td>33</td>
<td>103</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>$N_\beta$</td>
<td>44</td>
<td>113</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5: $K$-means of hemoglobin $\alpha$ and $\beta$ chains using six prototypes and $\eta = 0.02$.  
Above: Correspondence of the data to the five natural clusters, based on the same prototypes as in Table 3.4. The prototypes $\mu_2$ – $\mu_6$ seem each to cover a cluster, although the clusters $\alpha$-3 and $\beta$-2 are not well expressed. Below: The same clustering based on prototypes from another run. The prototypes $\mu_1$ and $\mu_5$ split one cluster among themselves, whereas $\mu_3$ covers both $\beta$ clusters.

\[
\begin{array}{cccccc}
\mu_1 & \mu_2 & \mu_3 & \mu_4 & \mu_5 & \mu_6 \\
N_{\alpha1} & 5 & & & 91 & \\
N_{\alpha2} & 30 & 3 & & & \\
N_{\alpha3} & 3 & 9 & 23 & & \\
N_{\beta1} & & & 100 & & \\
N_{\beta2} & 44 & 13 & & & \\
\end{array}
\]

\[
\begin{array}{cccccc}
\mu_1 & \mu_2 & \mu_3 & \mu_4 & \mu_5 & \mu_6 \\
N_{\alpha1} & 72 & & 24 & & \\
N_{\alpha2} & 3 & & 30 & & \\
N_{\alpha3} & 11 & 21 & & 4 & \\
N_{\beta1} & & & 100 & & \\
N_{\beta2} & 2 & 56 & & & \\
\end{array}
\]
3.5. \(K\)-MEANS ON STRING DATA

Table 3.6: \(K\)-means clustering of five kinase families using five prototypes. All families except OPK are well represented.

<table>
<thead>
<tr>
<th></th>
<th>(\mu_1)</th>
<th>(\mu_2)</th>
<th>(\mu_3)</th>
<th>(\mu_4)</th>
<th>(\mu_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>2</td>
<td>69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMGC</td>
<td>80</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaMK</td>
<td>42</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTK</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPK</td>
<td>9</td>
<td>3</td>
<td>33</td>
<td>48</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.7: \(K\)-means clustering of five kinase families, using ten prototypes. Compared with the clustering with \(K = 5\), the AGC family remained unchanged, CMGC, CaMK and PTK are split into two as the number of prototypes is increased. No regularity can be observed for the OPK class.

<table>
<thead>
<tr>
<th></th>
<th>(\mu_1)</th>
<th>(\mu_2)</th>
<th>(\mu_3)</th>
<th>(\mu_4)</th>
<th>(\mu_5)</th>
<th>(\mu_6)</th>
<th>(\mu_7)</th>
<th>(\mu_8)</th>
<th>(\mu_9)</th>
<th>(\mu_{10})</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td></td>
<td></td>
<td>69</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMGC</td>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaMK</td>
<td></td>
<td></td>
<td>30</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTK</td>
<td>46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPK</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>63</td>
<td>6</td>
<td>15</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The anomaly is that OPK (other protein kinases) is not a compact class itself, but only a convenience label for all kinases not belonging to any of the other four families (see Figure 3.14). The clustering is reproducible, only the classification of the OPK class changed in different runs. In the example shown in Table 3.6, the prototype \(\mu_4\) covers a relative majority of the OPK family, but a considerable number of sequences from it are dispersed among other clusters.

Using ten prototypes instead of five did not change the clustering much (Table 3.7). The most important difference is that the PTK family was split into two subclusters. Also, the CMGC family was split into a bigger cluster, of 70 samples, and a smaller one, consisting of only 10 samples. Occasionally, the CaMK family was split in two subclusters, of 30 and 12 samples, like in this example. In other runs, it remained one cluster, as in the case when only five prototypes were used. In all cases, the OPK family behaved “greedy”, consuming as many prototypes as it could.

For the seven hand-picked protein families, already the Sammon mapping suggested that it will be hard to cluster them. In the mapping itself it was not possi-
Figure 3.14: $K$-means for the kinase families, with $K = 5$. The prototypes are mapped on the original Sammon map of the proteins. They are well dispersed over the set and one can be identified for each family except for the OPK.

ible, but it could be possible in the original, string space. Unfortunately, this hope could not be substantiated. For $K$-means, the whole set appeared to be one very dispersed cluster. Only a couple of prototypes cover much of the data, regardless of their class membership. In a typical run, presented in Table 3.8, one prototype covered a large part of the set, with elements from six out of seven available classes. Most of the remaining prototypes covered only a single or a pair of data. Similar results were obtained using ten and seven prototypes and with different significance levels $\eta$.

3.6 Self-organizing maps

In the beginning of this chapter, Sammon mapping was presented as a possibility for visualizing high-dimensional or non-vectorial data. The mapping itself performs no clustering, but the clusters can be determined manually by inspecting the visualization. On the other extreme are the clustering methods like $K$-means. They provide for no visual representation of the data and their results have to be taken as they are.

The self-organizing map (SOM) (Kohonen, 1982, 1995) is in a sense a combination of both: it processes data in a way similar to $K$-means and at the same
### Table 3.8: \(K\)-means clustering of seven protein family samples, using 15 prototypes, \(\mu_i\). \(N_i\) is the number of elements from the \(i\)-th class assigned to the prototype in the corresponding column. The clustering is poor, one prototype covers a large part of the set, two others somewhat smaller parts, and the remaining prototypes cover each only a couple of strings.

<table>
<thead>
<tr>
<th>(N_1)</th>
<th>(\mu_1)</th>
<th>(\mu_2)</th>
<th>(\mu_3)</th>
<th>(\mu_4)</th>
<th>(\mu_5)</th>
<th>(\mu_6)</th>
<th>(\mu_7)</th>
<th>(\mu_8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_2)</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_3)</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_4)</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_5)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_6)</td>
<td>1</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_7)</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(N_1)</th>
<th>(\mu_6)</th>
<th>(\mu_{10})</th>
<th>(\mu_{11})</th>
<th>(\mu_{12})</th>
<th>(\mu_{13})</th>
<th>(\mu_{14})</th>
<th>(\mu_{15})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>(N_3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>(N_4)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>(N_5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>(N_6)</td>
<td></td>
<td>5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>(N_7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>
time it performs a dimensionality reduction, allowing for the visual representation of the data. Since its introduction in the early 1980s it has enjoyed a huge popularity. Historically and by its motivation, it has been considered a neural model and, together with the multi-layer perceptron, it is today probably the best known artificial neural network. In the context of this thesis, the biological motivation is of secondary importance. It suffices to say that it has been observed in animal brains that certain structures (cortical columns) that are physically close also tend to react to similar stimuli (see Kohonen, 1995, Ritter et al., 1990). By the analogy, the SOM attempts to produce a data abstraction such that adjacent areas in the map correspond to similar points.

From a pattern-recognition point of view, a motivation can be derived from the following consideration: It was shown above that $K$-means implies spherical clusters. Parametric methods, like those used in connection with expectation-maximization, also assume some specific cluster forms, in detail controlled by the parameters. If the assumptions are wrong, the clustering produces not the natural clusters, but artifacts. Without specific knowledge about the data, it is preferable to have the assumed form as flexible as possible. One possibility is to try to approximate the clusters by some kind of a grid. For the flexibility, the number of nodes should be significantly higher than the number of expected clusters. In order to achieve a good abstraction and cancel noise, it should also be much lower than the number of points in the data set.

In order to form the grid, two questions have to be answered: how to position the nodes, and how to connect them. For positioning, it is again useful to assume some probability distribution behind the data. In a sufficiently small vicinity around every point in the input space, we shall assume that the data density can be considered constant. In the vicinity $C$ with the volume $V(C)$ around some point $x$, the density $p(x)$ can be expressed as

$$p(x) \approx \frac{P(x \in C)}{V(C)}.$$  \hspace{1cm} (3.18)

The probability $P(x \in C)$ can be approximated by the fraction of sample points in the cell:

$$P(x \in C) \approx \frac{n_C}{N}$$  \hspace{1cm} (3.19)

where $n_C = |\{x_i : x_i \in C\}|$ denotes the number of points sampled in the cell $C$. A further simplification is to quantize the probability $P(x \in C)$ to an integer multiple of some elementary probability:

$$P(x \in C) \approx kq, \quad k \in \mathbb{N}_0$$  \hspace{1cm} (3.20)

with $q = M/N$ and $k = \lfloor n_C/M \rfloor$, where $M \in \mathbb{N}$, $M < N$ is some user-defined constant which determines the coarseness of the approximation. Simply put, the elementary probability $q$ represents always $M$ samples from the set. Understanding
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Each node in the grid as a carrier of the elementary probability, the data distribution is approximated by placing $k$ nodes into corresponding cell $C$.

To form the grid, the nodes have to be connected somehow. A plausible requirement is to connect only adjacent nodes. Also, for visualization purposes it is useful for the grid to form a planar graph (at least for the two-dimensional map, which is most common in practice). SOM adaptation algorithm is a best-effort heuristics for that purpose. It actually starts from the back, fixing the mapping as a low-dimensional grid and then adapting its nodes so that they reflect the data density. Typically, in two-dimensional maps, regular triangular and rectangular grids are used, although other forms and even irregular grids are also possible. In one-dimensional mapping, the nodes are connected into a chain. The connections are fixed, only node positions in the input space are changed during training. The adaptation of nodes resembles $K$-means: for each sample point, the nearest node is attracted towards it. In SOM terminology, derived from competitive learning, such a node is called “winner”. In addition, the neighboring nodes are also attracted in the same direction, to a degree depending on their map distance from the nearest node. It is important to note that “neighborhood” here refers to the mapping, not to the input space! Two nodes are considered immediate neighbors if they are directly connected by an edge in the grid. Their distance in the input space is irrelevant.

There are various ways of defining the topological (map) distance. In case of the rectangular grid, one possibility is to take the larger of the column and row distances. This way, all nodes having the same distance from a fixed node $\mu$ lie on the edges of a square centered at $\mu$. Another possibility is to use Euclidean distance on the map, putting the nodes with the same distance on a circle. For the triangular grid, as originally proposed by Kohonen, the largest of the distances along three axes is taken. In such grids, nodes with the same distance from the winner lie on the edges of a hexagon.

Like in $K$-means, in the input space any metric $d$ can be used for determining the winner node:

$$w = \arg \min_i d(\mu_i, x)$$ (3.21)

This makes SOMs applicable to non-vectorial data, including symbol strings. The amount by which the winner is moved towards the data point depends on the distance between the two and on the parameter $\eta$, called learning rate. The learning rate is a real number, $0 < \eta < 1$ and is continuously decreased during training. It is therefore more correctly denoted by $\eta(t)$, $t$ being the iteration step, or the time since the beginning of the training. It is common to start with a value for $\eta$ close to one and decrease it towards zero by the end of the training. In this way, the winner approaches the mean value of the points in its input-space vicinity, scaled
by some constants, which depend on the decay process of \( \eta \). For exact proof, see (Kohonen, 1995).

For the winner’s topological neighborhood, one more factor determines the adaptation step size. This factor, which shall be here called the “proximity factor” and denoted with \( \tau \), is actually a function of the topological distance from the winner node. For the distance equal to zero (i.e. the winner node itself) it has a value of one and for topologically distant nodes a value approaching or equal to zero. A very simple such function is the so-called “bubble” neighborhood:

\[
\tau (d_T(\mu_w, \mu)) = \begin{cases} 
1 & \text{for } d_T(\mu_w, \mu) < r \\
0 & \text{otherwise}
\end{cases}
\] (3.22)

Here, \( d_T \) denotes the topological distance function between the node \( \mu \) and the winner node \( \mu_w \), and the parameter \( r \) is the neighborhood radius. Somewhat smoother is the conical function:

\[
\tau (d_T(\mu_w, \mu)) = \begin{cases} 
1 - \frac{d_T(\mu_w, \mu)}{r} & \text{for } d_T(\mu_w, \mu) < r \\
0 & \text{otherwise}
\end{cases}
\] (3.23)

Another, even smoother and very popular proximity function is the Gaussian:

\[
\tau (d_T(\mu_w, \mu)) = \exp \left( -\frac{d_T(\mu_w, \mu)^2}{2r^2} \right)
\] (3.24)

Like the learning factor, the neighborhood radius is decreasing with time – this corresponds to using ever smaller cells for density estimation. Thus it should be precisely denoted by \( r(t) \) and, consequently, the proximity function as \( \tau (d_T(\mu_w, \mu), t) \). Kohonen suggests starting with a large radius, even larger than half of the map diameter, and decreasing it towards one or zero.

Altogether, when presented a point \( \mathbf{x} \), the adaptation step for the node \( \mu_i \) at the time instant \( t \) can be written as:

\[
\Delta \mu_i(t) = \eta(t) \tau (d_T(\mu_w, \mu_i), t) (\mathbf{x} - \mu_w)
\] (3.25)

where \( (\mathbf{x} - \mu_w) \) is the difference in the input space between the sample point \( \mathbf{x} \) and the winner node \( \mu_w \). The learning rate \( \eta \) and the proximity function \( \tau \) are often considered together and concisely denoted by \( h_{wi}(t) \). Thus the iterative SOM update rule can be briefly written as:

\[
\mu_i(t+1) = \mu_i(t) + \Delta \mu_i(t) = \mu_i(t) + h_{wi}(t)(\mathbf{x} - \mu_w)
\] (3.26)

provided addition and subtraction are defined in the input space. This rule is actually a simplified, but still analogous rule to Equation (2.27).

Graphically, one can imagine a two-dimensional SOM as a flexible and stretchable net, being bent and stretched and laid in a higher, e.g. 3-dimensional input.
space, in order to cover data points there. The one-dimensional SOM is even easier to imagine: it can be seen as a stretchable and flexible string with knots on it, laid in a higher-dimensional space so that the knots are concentrated in areas with a high data density. The training can be seen as taking randomly a point from the input space, finding the nearest knot in the SOM and drawing it a bit towards the point. As the knot is drawn, it tows the neighboring knots in the SOM. The process is repeated with decreasing the stiffness of the SOM and the adaptation step size.

More exactly, the whole SOM training algorithm is presented in Algorithm 3.5.

**Algorithm 3.5: On-line SOM adaptation algorithm**

1. Initialize the prototypes $\mu_i$ somehow (e.g. randomly) and assign each a unique position in a low-dimensional grid (map).
2. Initialize $r$ and $\eta$ to some values $r(0)$ and $\eta(0)$.
3. **while** the number of iterations is below some user-specified limit **do**
4. Take a random point $x$ from the data set $D$.
5. Find the winner prototype $\mu_w : w \leftarrow \arg \min_i d(\mu_i, x)$ (Equation 3.21).
6. Update the nodes in the map:
   \[ \mu_i(t + 1) = \mu_i(t) + h_{wi}(t)(x - \mu_w) \] (Equation 3.26).
7. Reduce the neighborhood radius $r$ and the learning factor $\eta$.
8. **end while**

According to Kohonen, it is not very important how $r$ and $\eta$ are reduced. A very simple and effective approach is to reduce them linearly towards zero. Another common approach is exponential decay. This way $r$ and $\eta$ approach zero asymptotically, fast in the beginning of the training and slow towards the end. In both cases the nodes approach the weighted means of data in their neighborhoods, the weighting depending on the size and form of the topological neighborhood, controlled by the factor $\tau$. The question that logically comes up is the following: if the nodes are intended to be the means of the neighborhoods, why not computing them explicitly as such, instead of relying on an iterative approximation? The batch variant of SOM does exactly that. Each prototype is computed as:

\[ \mu_i(t + 1) = \frac{\sum_j x_j \tau \left( d_T(\mu_w(x_j), \mu_i(t)) , t \right)}{\sum_j \tau \left( d_T(\mu_w(x_j), \mu_i(t)) , t \right)} \] 

(3.27)

where $\mu_w(x_j)$ denotes the winner node for $x_j$. The whole algorithm is described in Algorithm 3.6.

The batch SOM is reportedly more stable and less sensitive to initialization than the on-line version. Like other batch algorithms, it has the drawback of being considerably slower than its on-line counterpart.
Algorithm 3.6: Batch SOM adaptation algorithm

1: Initialize the prototypes $\mu_i$ somehow (e.g. randomly) and assign each a unique position in a low-dimensional grid (map).
2: Initialize $r$ to some value $r(0)$.
3: while the number of iterations is below some user-specified limit do
4:   for all $x \in \mathcal{D}$ do
5:     Find the winner prototype $\mu_w : w \leftarrow \arg \min_i d(\mu_i, x)$ (Equation 3.21).
6:   end for
7:   Update the nodes in the map according to Equation (3.27).
8:   Reduce the neighborhood radius $r$.
9: end while

Figure 3.15: A simple one-dimensional map laid through two-dimensional data. The data are distributed around a one-dimensional function and the map captures the regularity.

Figure 3.16: The same map as in Figure 3.15 is laid through two-dimensional data distributed along both dimensions. The map cannot capture the regularity.
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A disadvantage shared both by batch and on-line SOM lies in the map dimensionality that has to be fixed in advance. It has been said above that the SOM can be seen as a flexible, stretchable grid being laid in a higher-dimensional space to cover the data. This works well if the inherent data dimensionality roughly corresponds to the map dimensionality. For example, a two-dimensional SOM can nicely cover data in a higher-dimensional space if they lie around a two-dimensional surface in that space. Each point on the surface can be described by a function of two parameters and each node in the map is described by its row and column coordinate, so the correspondence between the surface and the map can be established. If the inherent data dimensionality is higher than the map dimensionality, the map becomes “crumpled”, projecting similar data to distant parts of the map. Figure 3.15 shows an example of a data successfully approximated by a one-dimensional SOM. The data were generated by adding noise to a sine function. An opposite example is shown in Figure 3.16: the data are dispersed uniformly along both axes, so a one-dimensional SOM fails to suitably represent them.

At this point one could wonder what is exactly meant by a suitable representation? Can it be quantified somehow? Different measures have been proposed (see Bauer and Pawelzik, 1992, Villmann et al., 1997), mostly being more complicated to compute than the map itself. Also, the SOM learning algorithm is a stochastic one, depending on the initialization and the order how points are presented, so it is interesting to know how likely it is to converge to a good solution. Convergence has been proven in some special cases, e.g. one-dimensional maps, but no general proof exists. If one could express the SOM state in terms of some criterion (“energy”) function, gradient descent methods could be used for minimizing it. However, in case of continuous distribution of input data, no energy function can be defined on the original SOM (Erwin et al., 1992). This disadvantage can be overcome by a slight modification of the SOM learning algorithm (Heskes, 1999), but it has been seldom used in practice. Obviously, despite all disadvantages, the original SOM is still appealing for its simplicity and effectiveness.

3.7 Self-organizing maps applied to strings

Whereas Sammon mapping shows the original points projected onto a lower-dimensional space, self-organizing maps perform one more level of abstraction, showing the local prototype data. They can be applied to strings in using the same distance measures and the the method for computing the prototypes as in $K$-means.

The first known self-organizing map for strings was published by Kohonen and Somervuo (1998). It was a batch map, and the training algorithm relied on feature
Figure 3.17: Speed comparison of SOM for strings, measured on artificial sets. Like for the string averaging algorithm (Figure 2.8), the on-line algorithm is the fastest, both with respect to set size (left) and to string length (right). The batch algorithm used here is slightly better than Kohonen’s one with respect to the set size, but significantly better when long strings are involved.

distance (Section 2.1) and used the exhaustive search algorithm for computing the average. The algorithm could be significantly accelerated by using the averaging Algorithm 2.1 and implementing the whole map as an on-line one. A simplified version of Algorithm 2.1 is suitable for batch SOM, still being faster than the Kohonen’s, but not as fast as the on-line map (Figure 3.17).

A highly illustrative example is the SOM of the seven corrupted English words (Figure 3.18). Although the map was initialized with random strings from the data set, randomly distributed over the map, after only 200 iterations the map converged to a state with clearly defined areas for each word. All seven original words are successfully reconstructed and assigned convex areas in the map. Most of the map nodes correspond to the original words. Only at class boundaries, artificial transition words appear. The map was produced using the “bubble” neighborhood function, with the initial radius \( r = 3 \), linearly reduced to zero, and with a constant \( \eta = 0.02 \). Comparable results were also obtained with higher values for \( \eta \) (up to 0.2), but after more iterations, typically 500 to 1000.

For the seven protein families, the results are better than one might expect. Although the set is hard to visualize and to cluster by \( K \)-means, the SOM converges to a state where different areas can be clearly recognized as sharing a degree of similarity. Figure 3.19 shows the map in two states: shortly after the beginning, when the neighborhood radius is still large and the nodes represent widely different strings, and after 7500 iterations (the initial state is not interesting, for it contains random samples from the data set). Although the map is not as clearly defined as the one for garbled English words – the data are clearly much com-
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**Figure 3.18:** SOM for seven English words corrupted by noise. **Above:** Initial map with corrupted words randomly distributed over it. **Below:** The converged map after 200 iterations. The algorithm has extracted the original (prototypic) words from the noisy set and ordered them into distinct regions on the map. Artificial “transition” words appear on regions borders.
plexer – a few closed areas appear, belonging to distinct classes. Between them, nodes with artificial strings provide for a somewhat smooth transition.

For the much simpler hemoglobine data, the SOM reaches a well defined state already after 1000 iterations, using $\eta = 0.2$ (Figure 3.20). Each class occupies about a half of the map. However, the subclusters, supposed on the Sammon map, do not form recognizably closed areas and are therefore not shown. Using a larger map and a more conservative $\eta = 0.02$, the subclusters emerge, although not very visible (Figure 3.21).

In the SOM for the five kinase families, all families are expressed in the map, but not equally (Figure 3.22). The AGC (map top, black) and CMGC (right edge, light gray) are well recognizable and form compact regions. The PTK family (dotted) occupies a large portion of the map, as could be expected, most visibly left bottom. This is the largest compact family, with over 100 samples in the set. The OPK family (dark gray) is very diverse and thus less expressed. Its traces are weakly recognizable across the map, but it mostly gets taken over by other families. Likewise, the CaMK family (white), which is represented by merely 42 samples in the set, gradually dissolves in the neighboring, larger families.
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![SOM for seven protein families.](image)

**Figure 3.19:** SOM for seven protein families. **Above:** At the beginning of the training. Each family is represented by a fill pattern. For a node – represented by a square – the area filled by a pattern corresponds to the similarity of the node to the family. As can be seen, the map is largely undifferentiated. **Below:** The map after 7500 training cycles. Although the set is hard to map onto a two dimensional space (see Figure 3.4), clearly differentiated areas appear in the map. Transitional nodes between them share a similarity with the adjacent areas.
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Figure 3.20: SOM for hemoglobin $\alpha$ and $\beta$ chains. The map is nicely differentiated, with $\alpha$ chain in the lower right area, and $\beta$ chain above it.

Figure 3.21: A bigger SOM for hemoglobin $\alpha$ and $\beta$ chains, with visible subclusters. Dark areas symbolize $\alpha$ chain and light areas $\beta$ chain. $\alpha$-A is represented by pure black and $\alpha$-D by white-dotted black. Also, light gray represents the main $\beta$ chain (mammals) and white others.
Figure 3.22: SOM for the five kinase families, obtained with 3600 iterations, starting with the neighborhood radius \( r = 3 \) and \( \eta = 0.05 \). The map represents all five families according to their size and specificity. The largest specific family, PTK (dotted), occupies the largest part of the map. The other, almost as large family, OPK (dark gray) is very diverse and accordingly less expressed. Another less recognizable family, CaMK (white) is relatively small and therefore assigned less space on the map. The remaining two families, ACG (black) and CMGC (light gray) are well expressed.
Chapter 4

Distance-Based Pattern Classification

The purpose of classification algorithms is to find rules for classifying unknown data into a finite number of classes, which are known in advance. By unknown it is meant that the classifier has never encountered the data before, especially not during training. Of course, a trained classifier can also be applied to classify known data, but this task is trivial. Training or learning is the process of extracting the rules by analyzing a data sample for which class memberships are known. Such data can be obtained, for example, by letting an expert manually classify them. The class information attached to the data is commonly called labeling. Since classes are discrete, it has been common to label them by integers, or binary vectors. This is more an implementation convenience than a real need. Classes can be equally well labeled by letters or any other symbols, like “oak”, $\text{U}_{235}$, $\text{C}_2\text{H}_5\text{OH}$ or “charm”. Any labeling scheme can be translated into another by a simple one-to-one mapping without influencing the meaning.

Like in clustering, distance-based classification methods rely on the assumption that the probability for two data to belong to the same class depends on proximity between them. Classification of unknown data is therefore achieved by observing their distances to landmark points with known labeling. Such points can be seen as representative points in a certain neighborhood, much the same as cluster centers are used to represent clusters. Due to prevailing application to numerical data, such points are usually called reference, model, prototype, or codebook vectors in the literature. In this thesis, to include non-vectorial data, I will use more general terms, like reference or model points, or simply references, models, or prototypes.
4.1 Modeling the data

Like in clustering, it is useful to model the data by assuming a process which generates them, and a superimposed noise. The observed points can thus be regarded as samples from some probability distribution $p(x)$. Even better, each class $C_j$ can be modeled by a separate conditional probability $p(x|C_j)$. In the training set each sample is labeled, so it is known which distribution generated it. During recall, when presented an unlabeled datum $x$, the classifier makes the least error if it assigns the datum to the class with the highest conditional probability at its coordinates, $p(C_j|x)$. This can be found from the class distributions, taking also sizes of classes (their prior probabilities) into account:

$$p(C_j|x) = \frac{p(x|C_j)p(C_j)}{p(x)} \quad (4.1)$$

This is the well-known Bayesian equation. For classification, the denominator, $p(x)$, can be discarded, since it is constant for all classes and influences only the absolute sizes, but not the relationship between different conditional class probabilities. For two classes, $C_j$ and $C_k$, if $p(C_j|x) > p(C_k|x)$, i.e. if

$$\frac{p(x|C_j)p(C_j)}{p(x)} > \frac{p(x|C_k)p(C_k)}{p(x)} \quad (4.2)$$

then

$$p(x|C_j)p(C_j) > p(x|C_k)p(C_k) \quad (4.3)$$

because $p(x)$ is non-negative by definition.

Figure 4.1 shows hypothetical probability distributions of a two-dimensional data set, unconditional and conditional for two classes. Unfortunately, in real world applications – in contrast to this simple example – the exact forms of the distributions are unknown. We only have observations which form the training set – a finite-size sample. The best we can do is to use them to estimate the probabilities.

Distance-based classification is similar to distance-based clustering, for both use prototypes to model the distribution. There are also some important differences. The basic difference is that in classification, conditional distributions have to be modeled, one for each class. Another detail, making classification easier than clustering, is that for classification the exact data distribution inside classes does not matter. It suffices to model it roughly, so that relationships between distributions for different classes remain preserved. The only criterion for assigning a datum $x$ to a class $C_j$ is that the distribution density $p(C_j|x)$ is higher than any $p(C_k|x)$ for all $k \neq j$. It does not matter how much higher it is. Taking again the example from Figure 4.1, it suffices to look at the graph “from above” (Figure
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Figure 4.1: Probability density for a two-dimensional sample distribution. **Left:** Conditional probability density for one (above) and the other class (below). **Right:** Unconditional probability density for the whole data set (above) and the higher of the two conditional densities (below).

Figure 4.2: A look “from above” at the conditional distribution from Figure 4.1, right below. The class boundary is recognizable without knowing the exact densities.
4.2), just to see which of the classes has the higher density for given coordinates. In this simple example, the class boundary (transition from white to gray) can be described by a single curve. Some pattern classification techniques, most notably those based on scalar product, completely ignore the distribution densities and model the class boundary explicitly. In distance-based methods, the boundary is given implicitly, by estimated class densities.

The probability density at given coordinates is the ratio between the probability to observe a point in the segment $S(x)$ (the neighborhood) around the coordinates and the volume of the segment:

$$p(x) = \lim_{V_S \to 0} \frac{P(x \in S(x))}{V_S}$$

(4.4)

with $S(x)$ denoting the neighborhood of $x$ and $V_S$ its volume. In practical pattern classification tasks, where only a finite number $N$ of observations is available, the probability $P(x \in S(x))$ is unknown and can be approximated by counting the observations in a finite-sized neighborhood around $x$, say in a hypersphere or hypercube centered at $x$. If there are $k$ such observations, the density can be approximated by

$$p(x) \approx \frac{k}{NV_S}$$

(4.5)

This approximation leads to the average density in the neighborhood and to the same dilemma already encountered in Chapter 3, when discussing the self-organizing map. Since the number of observations in a neighborhood, usually denoted by $k$, is an integer, the quotient becomes more accurate with larger $k$. With only a finite number of observations, the only way to increase $k$ is to increase the volume of the neighborhood. On the other hand, the average better approximates the true density if the neighborhood is chosen small. But, in a neighborhood too small, the danger is that no observations will be found. Such an estimation would lead to the density of zero almost everywhere, except at a finite number of disjunctive areas surrounding the observations, where it would protrude like spikes. Again, there is a trade-off between accuracy and smoothness of the approximation.

### 4.2 $K$-Nearest Neighbors

A compromise solution is to make the neighborhood data-dependent. This can be done by choosing a constant $K$ in advance and letting the neighborhood vary in volume until it includes exactly $K$ observations. This way, the neighborhood is chosen wide in areas where observations are sparse and narrow in densely populated areas. If during the recall the distribution remains roughly the same, this
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leaves to a higher spatial resolution in areas where more unlabeled data are expected, i.e. to a higher precision where it is needed. For classifying an unknown datum $x$, the classifier needs not to estimate the density at all. It suffices to take a neighborhood with $K$ observations from the training set and assign the datum to the most-represented class among them. This “relative majority vote” approach is very simple and intuitive, but at the same time effective. For the reasons of symmetry, the neighborhood is chosen spherical, centered around the unknown datum. The $K$ observations in it are then the $K$ nearest neighbors of the datum, where again any suitable metric can be used.

The basic variant, with $K = 1$, is known simply as the nearest neighbor classification rule. Interestingly, already this rule has very good asymptotic properties. In terms of least expected error, the theoretically best performance a classifier can offer is the one of the Bayesian classifier, which chooses the class with the highest $p(C_j|x)$. In order to achieve this performance, a classifier would have to be able to know the exact probability distribution. With an infinite training set at disposal, the nearest-neighbor classifier would perform at most twice as bad (Cover and Hart, 1967). In other words, no classifier, no matter how sophisticated, could cut the error of the simple nearest neighbor classifier by more than half. The practical relevance of this statement might seem questionable, for no infinite training set can ever be available. However, this argument applies to all classifiers which rely on a probability density estimation, or some derivative of it.

**Figure 4.3:** Class area estimation by the simple nearest neighbor rule. The classes in this sample overlap significantly and the estimate includes “patches” of one class in wide areas belonging to the other.

**Figure 4.4:** Class area estimation by the $K$-nearest neighbor rule, with $K = 7$. The estimated class boundary is smoother and simpler than in the Figure 4.4.
From a practical point of view, the main weakness of the simple nearest neighbor rule is its poor generalization ability, as demonstrated in Figure 4.3. Graphically, one can say that the nearest neighbor rule performs a very patchy estimation of classes. Using a $K > 1$ leads to a kind of smoothing, as displayed in Figure 4.4 and, consequently, better generalization.

“Training” of a nearest neighbor and a $K$-nearest neighbors classifier is so simple that it hardly deserves the name. It consists simply of storing the training data, together with the associated labels. In the 1960s, when the methods were introduced, memory requirements were an important issue. Storing the whole training set was often impractical or prohibitively expensive. In addition, computational complexity of recall rises with the size of the training set, because for an unknown point, its distances to all stored points have to be computed before making a decision. So the computational effort saved in learning is more than compensated by extra costs during recall.

To counter these problems various methods have been devised for “condensing” (Hart, 1968, Swonger, 1972, Tomek, 1976, Gowda and Krishna, 1979) or “reducing” (Gates, 1974) the data. These algorithms depart even more from the goal of estimating the density and go towards approximating only the class boundary. The basic idea, common to all algorithms is simple: points far behind the class boundary need not be stored, because they are already surrounded by neighbors of the same class. Consequently, an unlabeled point falling in far behind the boundary will be correctly classified, even if some training set points are missing. Following this logic and propagating towards the boundary, one can discard all points

---

**Figure 4.5:** Left: Voronoi tessellation of the original data set and the class boundary. Right: Voronoi tessellation of the reduced data set, with only boundary points present. The boundary remains unchanged.
from the training set except those nearest to the boundary. A two-dimensional, two classes example with the simple nearest neighbor rule is shown in Figure 4.5.

The first and simplest condensing algorithm Hart (1968) can be described in a couple of lines (Algorithm 4.1).

Algorithm 4.1: Condensed nearest neighbor
1: Set up three sets: the training set $\mathcal{T} = \{x_1, x_2, \ldots, x_N\}$, and two initially empty sets $S$ (store) and $G$ (grabbag).
2: Transfer the first point, $x_1$, from $\mathcal{T}$ to $S$.
3: repeat
4: Take the next point from $\mathcal{T}$ an put it into $x$.
5: Classify $x$ by the nearest-neighbor rule, using $S$ as the references.
6: if the classification is correct then
7: Transfer $x$ into $G$.
8: else
9: Transfer $x$ into $S$.
10: end if
11: until $\mathcal{T}$ is exhausted.
12: repeat
13: Take the next point from $G$ an put it into $x$.
14: Classify $x$ by the nearest-neighbor rule, using $S$ as the references.
15: if the classification is wrong then
16: Transfer $x$ into $S$.
17: end if
18: until $G$ is exhausted or there has been one complete pass through $G$ without any transfers taking place.

This is a simple heuristic algorithm, with no established theoretical properties. Its results depend on the enumeration of points and it works correctly only for $K = 1$. There is no guarantee that it will select only the points near a class boundary, so the set of references can be significantly larger than necessary. Also, this approach does not cover the problem of overfitting. Below, I present another, new heuristics, specifically addressing these questions.

### 4.2.1 Depleted nearest neighbor

To introduce it, consider a data point belonging to a certain class. To classify it correctly (in the nearest-neighbor sense), there must exist a reference point of the same class which is nearer to it than the nearest reference of the opposite class. Now, if more than one reference of the same class satisfies the condition, all but one can safely be removed without influencing the classification of the point.
But, a danger exists that removing a reference could influence the classification of other points from the set. Therefore, the critical references, those whose removal would cause a misclassification of any point, should be retained, whereas others can safely be removed.

Finding the critical reference points involves a property called score. It indicates for how many data points the corresponding support vector is the last one before the class boundary. For a data point, being the last reference before the class boundary is defined as being the furthest reference of the same class which is still nearer to it than the nearest reference of the opposite class, and which is also nearer to that opposite class reference than the point itself. Simply put, both references have to lie in approximately the same direction from the point. In other words, in the triangle defined by the data point, the last reference before the boundary, and the nearest reference of the other class, both edges emanating from the last-before-boundary reference are shorter than the edge connecting the data point and the other reference (see Figure 4.6).

To compute the score, one only needs to go through all data points, find the corresponding last reference before the class boundary and increment its score counter. The critical references will have a score greater than zero, and the others can safely be removed.

The same score can be used for improving the generalization capabilities of the classifier. As long as the noise level is noticeably lower than the signal (the laws or rules governing the data distribution), the points that due to the noise fall into the area of the wrong class are infrequent. Therefore, their corresponding critical reference points will have a significantly lower scores than others. Such references should be removed in order to achieve better generalization properties of the classifier.

The learning algorithm starts with the simple nearest neighbor algorithm and simply stores all the training points as reference points. In the next phase, the references are depleted. The score is computed for each of them, and those with the score below some user-defined threshold are removed. A high threshold means that we are willing to accept more training set points to be misclassified. In case of overlapping classes, this increases the generalization ability. The algorithm can be formalized as follows in Algorithm 4.2.

This algorithm is deterministic. For every training set it produces the same results irrespective of the enumeration order of the points. Other properties, like asymptotic generalization ability are not theoretically established. Nevertheless, as Figure 4.7 shows, it can lead to a significant reduction in the number of references and at the same time better approximation of the class boundary. One motivation for the algorithm was to choose the references near the boundary. Following this path, the idea of modeling the density is clearly abandoned in favor of modeling the boundary. The boundary is implied by the references, which are
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Figure 4.6: Last-before-boundary reference: data point $x$ belongs to the class $A$. The nearest reference of the class $B$ is $B_1$ at the distance $d_B$ from $x$. The reference $A_2$, at the distance $d_A$, is the furthest from $x$ such that $d_A < d_B$ and $d_{AB} < d_B$ and is therefore the last-before-boundary reference for $x$.

Figure 4.7: Class area estimation by the proposed Depleted nearest neighbor rule, with $Tolerance = 2$. Only the encircled data points have been retained and determine a simple class boundary.

Algorithm 4.2: Depleted nearest neighbor

1: Set up two sets: the training set $T = \{x_1, x_2, \ldots, x_N\}$ and an initially empty set $R$ (references).
2: Copy all points from $T$ to $R$.
3: for all $x \in R$ do
4: assign a score counter $C(x)$.
5: Initialize $C(x): C(x) \leftarrow 0$.
6: end for
7: for all $x \in T$ do
8: Find its last reference $r$ before the class boundary.
9: $C(r) \leftarrow C(r) + 1$.
10: end for
11: for all $x \in R$ do
12: if $C(x) < Tolerance$ then
13: Remove $x$ from $R$
14: end if
15: end for
Table 4.1: Classification accuracy of the depleted nearest neighbor algorithm on standard benchmarks, compared to $K$-nearest neighbors, a multi-layer perceptron, and learning vector quantization. Original tests were divided into a training set (2/3 of the original set) and a test set (1/3 of the set). The classifiers were trained on the former and the table shows the number of misclassifications of the test data. As can be seen, the performance of the depleted nearest neighbor (dNN) classifier is comparable with other algorithms, but requires significantly less references than $K$-nearest neighbors. Multi-layer perceptrons (MLP) were trained using Rprop and included one-to-two hidden layers. LVQ was applied with the number of references corresponding to the number of classes.

<table>
<thead>
<tr>
<th>Sets size</th>
<th>best $K$-NN</th>
<th>$K$</th>
<th>best dNN</th>
<th>Tolerance</th>
<th>References</th>
<th>MLP (range)</th>
<th>LVQ (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>455 + 227</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>4 – 15</td>
<td>1</td>
</tr>
<tr>
<td>Iris</td>
<td>99 + 51</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>22</td>
<td>5 – 6</td>
</tr>
<tr>
<td>Wine</td>
<td>119 + 59</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>11</td>
<td>2 – 7</td>
</tr>
</tbody>
</table>

members of the training set. Interestingly, although coming from a completely different mathematical background and motivation, support vector machines (SVMs) share the same property, where support vectors play the role of reference points.

Algorithms for reducing the number of references result in a faster recall and need less memory, but at the price of slower and more complex learning. They shift the computational cost from recall towards the learning phase. They are, so to say, not quite as “lazy” as the original $K$-nearest neighbors, but still apply the same technique in recall, so cannot be considered completely “eager” either.

Table 4.1 shows a comparison of classification accuracy of depleted nearest neighbor and other classification algorithms on standard numerical benchmarks (Murphy and Aha, 1994). The accuracy is comparable to other algorithms, but the number of references is greatly reduced, compared to $K$-nearest neighbors, which requires the whole training set to be stored.

4.3 Depleted nearest neighbor for strings

Compared to $K$-nearest neighbors, depleted nearest neighbor is especially interesting for strings, where computing the distance is expensive. In molecular biology, strings are often several hundreds of symbols long. As briefly mentioned in the Introduction, the current approach to classifying unknown sequences is to find a list of similar, known sequences and sort it by the closeness to the query sequence. The classification itself is usually performed by an expert. Since exact comparison of the query with a large number of sequences can be time-
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By reducing the number of reference strings, a significant speed-up in recall can be obtained: the recall time is proportional to the number of references. The speed-up comes at the price of a longer training. This trade-off is often acceptable and even desired. In many real-world applications, timely response in recall is desired. The training process is performed only once, before the deployment of the recognizer, and, as long it does not take weeks or months, its duration is not critical. For the examples used in this thesis, the training time ranged from five minutes for the English words to about $2\frac{1}{2}$ hours for the kinase data set.

For the sets with corrupted English words, the depleted nearest neighbor with Levenshtein distance was used. The algorithm leads to a significant reduction of reference points. Instead of storing the full set, as the simple nearest neighbor algorithm would do, it stores only about 28% of the set in case of words corrupted with 50% noise, and about 43% for 75% corrupted words, while still maintaining the perfect classification on the training set ($\text{tolerance} = 0$). Increasing the $\text{tolerance}$ to 2 further reduces the number of references to only about 7% of the training set size, and simultaneously causes some 10% of the data to be misclassified (12.4% for 75%-noisy data). Generalization was tested using a separate data set, with 1750 samples, 250 for each class. The model obtained with $\text{tolerance} = 0$ results in 75 false assignments (4.3% of the test set), and the model with $\text{tolerance} = 2$ classifies 90 samples (5.1%) incorrectly. Figure 4.8 shows the Sammon mapping of the training set and reference strings.

For biological sets, a metric based on the BLOSUM62 scoring matrix was used. On the hemoglobin data set, using $\text{tolerance} = 0$, the algorithm produces 16 references. This is only 5% of the original data set. Perfect classification is preserved even when the $\text{tolerance}$ is increased to two, but the number of reference sequences drops to 10. This behavior is typical for benign distributions, where the functionality of a reference can be easily taken over by another. For hemoglobin data, the $\text{tolerance}$ is not a very sensitive parameter. Its influence on generalization has been tested up to the value of five. The original set was divided into three subsets, and the classifier trained on two of them and tested on the third. The procedure has been performed for all permutations of the subsets. In all cases, a perfect classification was obtained.

The Sammon mapping of the data and references is shown in Figure 4.9. Most references appear on the class edges facing the opposite class, as for two-dimensional numerical data. However, one reference in the $\beta$-chain is mapped in the middle of the class. This suggests that the mapping cannot fully capture the relationships between the data. The reference is a boundary point but this cannot be successfully represented in two dimensions.

For the five kinase families, the results are more interesting. With the zero tol-
Figure 4.8: Depleted nearest neighbor for the set of seven English words corrupted with 50% noise. The references are highlighted in the original Sammon map of the words. **Above:** References obtained using zero tolerance, allowing for perfect recall. **Below:** With $\text{tolerance} = 2$ the number of required references is greatly reduced, at the price of a 10% misclassification of the training data.
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Figure 4.9: Depleted nearest neighbor for hemoglobin data. The figure shows Sammon mapping of the data, $\alpha$-chain represented as crosses and $\beta$-chain as circles. The references are highlighted. **Above:** References obtained using zero tolerance. **Below:** Result obtained with $tolerance = 2$. The perfect classification is preserved with only some 3% of the data set used as references.
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The algorithm produces a perfect classification of the training set, but needs 51 references. Testing it in the same $2/3 - 1/3$ manner as above shows a few misclassifications — 3, 6 and 7 on different subsets, respectively. This behaviour remains almost unchanged until the tolerance of three. Increasing the tolerance to three reduces the number of references to 19, that is less than 5% of the data set. The price we pay is approximately the same number of misclassifications on the training set (18 out of 390), and weaker generalization (7, 9 and 12 misclassifications on the three test subsets). But, looking more closely at the results, it can be seen that mostly the OPK members are misclassified (15 out of total 18 in the whole set and 5, 8 and 10 on the subsets). This can be again explained by the diversity of the OPK class, whose members are often dispersed among other classes. Table 4.2 summarizes the results, and Figure 4.10 represents them graphically.

4.4 Learning Vector Quantization

The $K$-nearest neighbors algorithm estimates the data density and thus imply the class boundary as a subset of the Voronoi tessellation of the reference points, which actually form the training set. Depleted nearest neighbor and related algorithms reduce the number of needed references but abandon the idea of estimating the class density, and only estimate the boundary.

Learning vector quantization (LVQ) (Kohonen, 1988a,b, 1990, 1995) is a family of classification algorithms which use a limited number of references, but keep them related to class densities. They are somewhat similar to the $K$-means algorithm, which positions the prototypes (the means) as the centroids of the clusters, as the estimates of density distributions. For classification, not the unconditional data density is relevant, but the class (conditional) densities. Therefore, each class has to be modeled separately by a number of references, or prototypes. Each prototype has roughly the function of the probability that a point falls into its cell under the condition that it belongs to its class. The other Bayesian factor, the unconditional probability of observing the class, is reflected by the number of prototypes assigned to the class: more probable classes are represented by proportionally more prototypes. Having placed the prototypes, the classification of unknown data can be performed by applying the nearest-neighbor rule, now with prototypes serving as neighbors. This mapping of continuous-valued data to a number of discrete values (prototypes) is called quantization, and learning is the process of finding prototype positions in the input space. The algorithms were initially defined on vectorial data, but can be extended beyond them.

LVQ algorithms base on a slight modification and, at the same time, simplification of the above described idea. For classification, only the relationship between class densities is relevant. Unknown data are classified to the class with
Table 4.2: Depleted nearest neighbor for the five kinase families, using tolerance = 3. The table shows the number of samples covered by each reference and the number of misclassified samples. Most references, as well as most misclassifications, appear within the OPK class.

<table>
<thead>
<tr>
<th></th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( r_4 )</th>
<th>( r_5 )</th>
<th>( r_6 )</th>
<th>( r_7 )</th>
<th>( r_8 )</th>
<th>( r_9 )</th>
<th>( r_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>total</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>2</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMGC</td>
<td>total</td>
<td>1</td>
<td>40</td>
<td>10</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaMK</td>
<td>total</td>
<td>28</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTK</td>
<td>total</td>
<td>26</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPK</td>
<td>total</td>
<td>1</td>
<td>2</td>
<td>19</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>1</td>
<td>2</td>
<td></td>
<td>6</td>
<td>3</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( r_{11} )</th>
<th>( r_{12} )</th>
<th>( r_{13} )</th>
<th>( r_{14} )</th>
<th>( r_{15} )</th>
<th>( r_{16} )</th>
<th>( r_{17} )</th>
<th>( r_{18} )</th>
<th>( r_{19} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMGC</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaMK</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTK</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPK</td>
<td>total</td>
<td>7</td>
<td>5</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 4.10: Depleted nearest neighbor for the kinase data set. **Above:** using zero tolerance, 51 references (about 13% of the data set) are needed. The references are mapped on class edges, and most of them are from the OPK class (crosses). **Below:** Increasing the tolerance to three, the number of references is reduced by almost two thirds. However, 18 samples, mostly from the OPK class, are misclassified.
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the highest probability, regardless of how much its probability is higher than of other classes. Therefore, comparing already the two most probable classes suffices. Class boundaries are surfaces where probabilities of the two most probable classes equal. (Theoretically, more than two classes can have the same probability at some point, but, for data from an infinite basic set, the chances are negligible in practice). This suggests not only that modeling the class probabilities is not needed, even modeling the relationship between them all is not needed. It is enough to model the relationship between the two most probable classes in a region.

To model the relationship, let us introduce a function of the two highest class probabilities:

$$
\delta(x) = p_T(x) - p_R(x)
$$

(4.6)

with

$$
p_T(x) = p(C_T|x) \simeq \max_j p(x|C_j)p(C_j)
$$

(4.7)

and

$$
p_R(x) = p(C_R|x) \simeq \max_{j \neq T} p(x|C_j)p(C_j)
$$

(4.8)

(The unconditional probability $p(x)$ has again been left out as irrelevant for classification)

$p_T(x)$ denotes the probability of the most probable (“top” candidate) class, given the datum $x$, and $p_R(x)$ the probability of the next most probable (“runner-up”) class. $\delta(x)$ is always positive except at the class boundary, where it reaches zero. Figure 4.11 shows a simple example with three one-dimensional classes. Of course, with unknown probabilities, $\delta(x)$ is also unknown. LVQ algorithms try to approximate it from observations by positioning the prototypes. In LVQ-terminology, the prototypes are often called “codebook vectors” — a term borrowed from signal processing.

The positioning of prototypes in LVQ algorithms is very similar to the procedure used in self-organizing maps. In both cases, the points from the training set are presented and close prototypes chosen for adaptation. There are also two basic differences. First, in LVQ the prototypes are not topologically organized, so adaptation of a prototype does not include any neighbors. Also, LVQ does not estimate the data density, or directly class probability, but $\delta(x)$, which is the difference between two highest class probabilities. Therefore, the adaptation rule differs, depending on whether the prototype belongs to the most probable class or to the second best (runner-up). The former participates positively in $\delta(x)$ and is attracted towards the sampled datum, whereas the latter is repelled, due to its
negative sign. All other prototypes remain unchanged. This is at least the ideal behavior; different LVQ algorithms make further simplifications.

The simplest and historically the first LVQ algorithm is LVQ1. Its simplification lies in the fact that for each presented datum, the nearest prototype is always adapted. The adaptation is positive (towards the sample) if the datum and the prototype belong to the same class, otherwise the prototype is repelled. Like in SOM, the amount of attraction and repulsion depends on the distance between the datum and the prototype, and on the ever decreasing learning rate $\eta(t)$. Let $\mu_w$ be the nearest prototype to the training datum $x$, defined exactly as the winner node in SOM (Equation 3.21):

$$w = \arg \min_i d(\mu_i, x)$$  \hspace{1cm} (4.9)

The winner is then adapted according to:

$$\mu_w(t + 1) = \begin{cases} 
\mu_w(t) + \eta(t)(x - \mu_w) & \text{for } x \in C_w \\
\mu_w(t) - \eta(t)(x - \mu_w) & \text{otherwise}
\end{cases}$$  \hspace{1cm} (4.10)

The complete algorithm is summarized in Algorithm 4.3.

Its performance on a simple artificial data set is shown in Figures 4.13 and 4.14. The above is an on-line algorithm, requires addition and scalar multiplication to be defined and is therefore applicable only for vectorial data. Like for the SOM, a batch version can be formulated. The prototypes tend towards means of “their” their segments of the $\delta(x)$ function. Instead of iteratively approaching
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Algorithm 4.3: On-line LVQ1

1: For each class $C_j$ put a number of prototypes $\mu_k$ at disposal and initialize them somehow (e.g. randomly).
2: Initialize $\eta$ to some value $\eta(0)$.
3: repeat
4: Take a random point $x$ from the data set $D$.
5: Find the winner prototype $\mu_w$: $w = \arg \min_i d(\mu_i; x)$ (Equation 4.9).
6: Update $\mu_w$ according to Equation (4.10).
7: Reduce the learning factor $\eta$.
8: until the number of iterations reaches some pre-defined limit.

---

Figure 4.13: Trajectories of four references during training by LVQ1. The positions reached at the end of the training are marked bold.

Figure 4.14: Class areas estimated by four references trained by LVQ1. The class boundary is piece-wise linear and relatively simple.
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them, the means can be approximated explicitly from the data. For that purpose let us define $s_{ij}$ as the sign of the adaptation step:

$$s_{ij} = \begin{cases} 
1 & \text{for } \mu_j \text{ representing the class of } x_i \\
-1 & \text{otherwise}
\end{cases}$$

(4.11)

In the simplified, LVQ1 sense, all prototypes from a class different than the class of $x$ are considered “runner-ups”. In that sense, the mean of a $\delta$-function segment can be expressed as

$$\mu_j(t+1) = \frac{\sum_{i: x_i \in S} s_{ij} x_i}{\sum_{i: x_i \in S} s_{ij}}$$

(4.12)

$S$ is the segment of the input space represented by $\mu_j(t)$, whose borders and defined by the Voronoi tesselation of the prototypes. The batch LVQ1 algorithm consists of the steps shown in Algorithm 4.4.

Algorithm 4.4: Batch LVQ1
1: For each class $C_j$ put a number of prototypes $\mu_k$ at disposal and initialize them somehow (see text).
2: repeat
3: Assign an initially empty set $S_j$ to every prototype $\mu_j$.
4: for all $x_i \in D$ do
5: Find the winner prototype $\mu_w : w = \arg \min_i d(\mu_i, x)$ (Equation 4.9).
6: put $x_i$ into $S_w$.
7: end for
8: for all $\mu_j$ do
9: Update $\mu_j$ according to (4.12).
10: end for
11: until the number of iterations reaches some pre-defined limit.

For initialization, Kohonen recommends ignoring the data labels and using a SOM for placing the prototypes. Once their initial positions have been determined, each prototype is labeled according to the majority of the data falling in its segment (Voronoï cell).

Improvements of LVQ1 are known under abbreviations OLVQ1 (optimized-learning-rate LVQ1), LVQ2, LVQ2.1 and LVQ3. In OLVQ1, the learning rate $\eta$ is computed automatically to allow the fastest convergence. In LVQ2, LVQ2.1 and LVQ3 algorithms, two prototypes are always adapted, corresponding to the top and runner-up. In practice, however, the improved algorithms lead to only slightly better results. There is also a weakness inherent to all methods which rely on Voronoï tesselation for determining the class boundary. The estimated class
boundary passes exactly the half-way between cell representatives for different classes. This is acceptable if the distributions in the cells are comparable, but might be quite wrong if class dispersions differ significantly (Figure 4.12). This problem can be countered by using more prototypes than classes.

4.5 Learning Vector Quantization for strings

Like SOM and $K$-means, LVQ can be defined on strings over a suitable metric and an algorithm for adapting the prototypes. The prototypes can be adapted using a simple modification of the string averaging Algorithm 2.1. This algorithm only provides for attracting the prototypes towards sample data. LVQ also repels them, if they belong to a different class.

Repelling cannot be directly implemented on strings (there are no “directions” in the string space), but a similar effect can be obtained by using a negative weighting for the symbols, in analogy with the Equation (4.12). Of course, the cumulative weight of symbols must be limited to positive values, otherwise the equation 2.28 makes no sense. This is analogous to batch LVQ for numerical data: Kohonen suggests updating a prototype only if the denominator of (4.12) is positive.

Learning vector quantization was tested on the 50%-noise and the 75%-noise corrupted English words. The tests were performed with seven and 14 prototype strings, two per class. The behavior is similar to $K$-means: the prototypes converge towards the original words, or close to them. For example, the prototype for the class "distance" might converge to "distnc". The results are visualized in Figure 4.15.

When using 14 prototypes, they obviously could not all converge to the original words. Instead, they tended to divide the classes among themselves, so that each represented a part of it. Two kinds of behavior could be observed: In one, one of the prototypes represented a major part of its class and was close or identical to the original word. The other represented only outliers and beared little resemblance to the original word. The other possibility was to have both prototypes close, but not identical to the original words, like for the classes "underaged" and "ice" (Table 4.3). On the separate, 1750-samples test set, in all cases about 200 words (11%–13% of the set) are misclassified. Graphically, the position of the prototypes among the training data is shown in Figures 4.15 – 4.16.

The $K$-means example has already shown that the hemoglobin family can be prefectly represented by prototypes, based on a distance measure. It is no surprise that LVQ, as a closely related algorithm, achieves a perfect classification of the data. In the experiments, six prototypes were used, because in the Sammon mapping the classes look stretched. But, like for $K$-means, already two prototypes are sufficient to cover almost the whole set (Table 4.4). All data are correctly classi-
Figure 4.15: Mapping of LVQ for the set of English words corrupted by 50% noise. Seven prototypes – one for each class – were used.

...fied even if the other four prototypes are left out. The same behavior is observed when training the classifier on 2/3 of the data and testing it on the remaining third. In all cases, the perfect classification is obtained, both using 6 and 2 prototypes.

For the five kinase families, the prototypes are distributed among the data (see Figure 4.18), but cover different classes better than the prototypes obtained by K-means. The prototypes were found by training the classifier on different subsets covering 2/3 of the data and testing the accuracy on the remaining 1/3. Also, two different learning factors were tested, $\eta = 0.02$ and $\eta = 0.05$, repeatedly in several runs. The prototypes which performed the best on the test set were later used for classifying all data. Using five prototypes, one per class, 7–9 misclassifications (about 2% of the training set) are obtained. The prototypes were obtained after 3000 iterations and using $\eta = 0.05$. With the same parameters, but using 10 prototypes (two per class), the number of misclassifications could be reduced further to only five or six (about 1.3%), although occasionally up to 11 misclassifications have been obtained. Tables 4.5 and 4.6 summarize the results.
4.5. LEARNING VECTOR QUANTIZATION FOR STRINGS

Figure 4.16: Mapping of LVQ for the set of English words, using 14 prototypes. Above: Corrupted by 50% noise. Below: Corrupted by 75% noise. Two prototypes for each class were used.
Figure 4.17: LVQ for two hemoglobin chains. Six prototypes, three for each class, are mapped on the original Sammon map of the proteins. The classification is correct for all data but, similarly to $K$-means, not all six prototypes are needed.

Figure 4.18: LVQ for the kinase data set. Five prototypes, one for each class, are mapped on the original Sammon map of the proteins. The classification is almost perfect.
4.5. Learning Vector Quantization for Strings

Table 4.3: Prototypes obtained by LVQ for garbled English words. LVQ with 14 prototypes was applied on 50%-corrupted words. Because there are more prototypes than classes, the prototypes divide the classes in disjoint areas. As a result, they often do not correspond to the original data.

<table>
<thead>
<tr>
<th>ice</th>
<th>wolf</th>
<th>railway</th>
<th>distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ie</td>
<td>wolf</td>
<td>railway</td>
<td>distance</td>
</tr>
<tr>
<td>ic</td>
<td>ol</td>
<td>raifway</td>
<td>distnc</td>
</tr>
</tbody>
</table>

Table 4.4: LVQ classification of hemoglobin α and β chains using six prototypes. \( \alpha_i \) and \( \beta_i \) are the prototypes for the two classes, and \( N_\alpha \) and \( N_\beta \) denote the number of sequences from each class that are represented by the prototype. All sequences are correctly classified, and, as the table shows, already two prototypes, \( \alpha_2 \) and \( \beta_2 \) represent almost the whole set.

<table>
<thead>
<tr>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \alpha_3 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_\alpha )</td>
<td>5</td>
<td>159</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( N_\beta )</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>154</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 4.5: LVQ classification of the five kinase classes, using one prototype per class. The table shows how many sequences are covered by each prototype and how many are misclassified. Compared with the depleted nearest neighbor, the accuracy is much higher, although less references are used. Only eight sequences are misclassified and each prototype clearly represents a family. Interestingly, even the diverse OPK family is well recognized, although still the most likely to be misclassified.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>total</td>
<td>69</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>CMGC</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaMK</td>
<td>total</td>
<td></td>
<td></td>
<td>42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTK</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPK</td>
<td>total</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.6: LVQ classification of the five kinase classes, using two prototypes per class. The classification accuracy is only slightly improved, compared to the case where only five prototypes were used. Compared to the depleted nearest neighbor, the accuracy is much higher, although less references are used. For the AGC, CaMK and PTK classes, one prototype obviously suffices to cover them almost completely. Also for the CMGC and OPK, one prototype covers the biggest part of the class, and the other covers only 10 samples in each case.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
<th>$\mu_7$</th>
<th>$\mu_8$</th>
<th>$\mu_9$</th>
<th>$\mu_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>total</td>
<td>69</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMGC</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td>70</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaMK</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTK</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>102</td>
</tr>
<tr>
<td>OPK</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>79</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>
Table 4.7: LVQ classification of seven protein family samples, using 15 prototypes, on average two per class. $\mu_{ij}$ denotes the $j$-th prototype of the $i$-th class and $N_i$ is the number of elements from class $i$ assigned to the prototype in the corresponding column. In this set, 12 sequences are incorrectly classified.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
<th>$\mu_7$</th>
<th>$\mu_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>total</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_2$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_3$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_4$</td>
<td>total</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_5$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_6$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_7$</td>
<td>total</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\mu_9$</th>
<th>$\mu_{10}$</th>
<th>$\mu_{11}$</th>
<th>$\mu_{12}$</th>
<th>$\mu_{13}$</th>
<th>$\mu_{14}$</th>
<th>$\mu_{15}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_2$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_3$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_4$</td>
<td>total</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_5$</td>
<td>total</td>
<td>5</td>
<td>2</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_6$</td>
<td>total</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_7$</td>
<td>total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wrong</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$N_1$: 12 sequences are incorrectly classified.
Chapter 5

Kernel-Based Classification

In the previous chapter we saw how a classifier can be trained to approximate class probabilities or their differences. Estimated class boundaries were given implicitly by such approximations. There is, however, an essential problem with approximating class probabilities and data density in general: the number of data needed for a reliable approximation rises exponentially with the data dimensionality. This behavior is known as the **curse of dimensionality**.

It has already been mentioned that for the optimal classification it suffices to know only the class boundaries. It is therefore a tempting idea to approximate them explicitly by some function and so circumvent the density/class probability estimation. This will not completely solve the problems rising from the curse of dimensionality, but can reduce them by a considerable factor. In a $D$-dimensional input space, the boundary is a $(D-1)$-dimensional hypersurface: curve in a plane, surface in a 3D-space and so on. The density function is more complex, it is a $D$-dimensional function in a $(D + 1)$ dimensional space: $D$ input dimensions plus one for the density value.

In a general case, depending on class distributions, the boundary can be arbitrarily complex. Modeling it exactly would require a function with arbitrary many parameters – obviously an infeasible approach. But, more than that, overly complex models are not likely to model the boundary more accurately. On the contrary, such models are susceptible to noise, may be mislead by trying to approximate it and can actually lead to a poorer estimation of the boundary. This problem is analogous to the problem of estimating class regions, discussed in the previous chapter. We saw that the simple nearest neighbor classifier is likely to produce a patchy estimation of classes. To counter this risk, we tried reducing the number of prototypes – in other words, simplification of the model – and noted that it leads to better generalization.

To limit the complexity of the boundary model it is common to limit the number of parameters determining it. This can be done in different ways. The most
simple is certainly to fix the number of parameters explicitly to some well-chosen
value. Somewhat more sophisticated is to make it data-dependent, but include a
mechanism to discourage its excessive rise.

One boundary separates two classes. Cases with more classes are easily de-
composed into a number of two-class problems. For example, one can consider
each class and determine the boundary separating it from all others. For \( K \) classes,
this leads to \( K \) independent boundaries. Another, more costly, but reported bet-
ter possibility is to find the boundary for each pair of classes (Kreßel, 1999). It
therefore suffices to discuss only two-class cases.

## 5.1 Linear class boundaries

The simplest boundary between two classes is the linear function. To be exact, the
function is generally an affine one, but the term “linear” is more commonly used.
For a vector \( \mathbf{x} = [x_1, x_2, \ldots, x_D]^T \), such a boundary has the form:

\[
f_a(\mathbf{x}) = f_a([x_1, x_2, \ldots, x_D]^T) = w_1 x_1 + w_2 x_2 + \ldots + w_D x_D + b
= \langle \mathbf{w}, \mathbf{x} \rangle + b \quad (5.1)
\]

In the context of pattern recognition, the parameters \( w_1, w_2, \ldots \) are usually called
weights and the parameter \( b \) is known as “bias”.

The weights, including the bias, are the parameters of the classifier and define
the class boundary, the hyperplane separating the classes. The learning process
consists of determining their values. Having trained the classifier, the classifica-
tion of unknown data is simple: one needs only to see at which side of the linear
function (hyperplane in a general case) they lie. This is quickly done by calculat-
ing their scalar product with the weight vector \( \mathbf{w} \). On one side of the boundary
the product will be positive, and on the other negative. At the boundary itself,
the product equals zero. Obviously, this approach can only be pursued if a scalar
product is defined.

Various algorithms for determining the optimal linear boundary (under differ-
ent definitions of optimality) are known (Fisher, 1936, Rosenblatt, 1958, Widrow
and Hoff, 1960). They are not essential for this thesis and will not be discussed in
depth here. But, as a motivation for support vector machines, which are based on
kernels, it is useful to take a brief look at one of them.

Let us use \(+1\) and \(-1\) as class labels and denote the label of the vector \( \mathbf{x}_i \) by
\( t_i \) (\( t \) standing for “target”, or desired output of the classifier). Then we can define
the error of the classifier as:

\[
E = \sum_i (t_i - \langle \mathbf{w}, \mathbf{x}_i \rangle)^2 \quad (5.2)
\]
5.1. LINEAR CLASS BOUNDARIES

Each vector $x_i$ participates in the error depending on the difference between its target value (label) and actual classifier output. For all vectors from one class, say $C_1$, the classifier should ideally give $+1$ as the output, and $-1$ for the class $C_2$. This ideal can be attained only if a hyperplane exists, such that all $x \in C_1$ lie parallel to it at the distance of 1 at its one side, and all $x \in C_2$ on such hyperplane on its other side. This will normally not be the case, and the error (5.2) will be greater than zero. We can define the optimal classifier (optimal linear separator) as the one minimizing it. In the minimum:

$$\frac{\partial E}{\partial w_j} = 2 \sum_i x_{ij}(t_i - \langle w, x_i \rangle) = 0$$ (5.3)

for every $w_j$. This leads to a system of linear equations, but, for demonstration purposes, let us take a different approach and assume the system were nonlinear. In that cases, gradient descent methods can help. A training algorithm for linear classifiers which applies this approach is the Widrow-Hoff (Widrow and Hoff, 1960) algorithm, also known as Adaline. The name is an abbreviation for Adaptive Linear Elements, a linear neural network model developed in the 1960s. The algorithm can be expressed as in Algorithm 5.1.

**Algorithm 5.1: Widrow-Hoff (Adaline) algorithm (batch version)**

1: $w \leftarrow 0$
2: repeat
3: $w \leftarrow w + \eta \sum_i x_i(t_i - \langle w, x_i \rangle)$
4: until some stopping criterion is met.

In the algorithm, $\eta$ is the user-defined learning rate parameter, $0 < \eta < 1$. The stopping criterion can be defined as reaching a pre-defined number of iterations, or convergence of $w$. The term $(t - \langle w, x \rangle)$, the difference between the target and actual output, is sometimes denoted with the Greek letter $\delta$ (delta), so the Widrow-Hoff weight adaptation rule is also known as “delta-rule”.

For developing kernel-based methods, it is important to note that in $w$ only vectors $x_i$ participate, weighted by corresponding $\delta_i$ and $\eta$. Consequently, the weight vector can be expressed as the weighted sum of the input vectors:

$$w = \sum_j \alpha_j x_j$$ (5.4)

where $\alpha_j$ are some scalar participation weights. Using this representation we can rewrite the update rule (Step 3):

$$\sum_j \alpha_j(n + 1)x_j = \sum_j \alpha_j(n)x_j + \eta \sum_i x_i(t_i - \langle \sum_j \alpha_j(n)x_j, x_i \rangle) =$$
\[
\sum_j \alpha_j(n) x_j + \eta \sum_i x_i (t_i - \sum_j \alpha_j(n) \langle x_j, x_i \rangle) = \\
\sum_j \alpha_j(n) x_j + \eta \sum_j x_j (t_j - \sum_i \alpha_i(n) \langle x_i, x_j \rangle) = \\
\sum_j x_j \left[ \alpha_j(n) + \eta (t_j - \sum_i \alpha_i(i) \langle x_i, x_j \rangle) \right] \quad (5.5)
\]
and, consequently:

\[
\alpha_j(n + 1) = \alpha_j(n) + \eta \left( t_j - \sum_i \alpha_i(n) \langle x_i, x_j \rangle \right) \quad (5.6)
\]

All scalars \(\alpha_j\) can be put together into a vector \(\alpha\). The whole Adaline algorithm can be rewritten in an alternative, dual form:

**Algorithm 5.2:** Widrow-Hoff (Adaline) algorithm (dual form)

1: \(\alpha \leftarrow 0\)
2: \textbf{repeat}
3: \textbf{for all} \(j\) \textbf{do}
4: \(\alpha_j \leftarrow \alpha_j + \eta \left( t_j - \sum_i \alpha_i(i) \langle x_i, x_j \rangle \right)\)
5: \textbf{end for}
6: \textbf{until} some stopping criterion is met.

It is important to note that in the algorithm, input vectors never appear alone, but only in pairs, in scalar products. The resulting vector \(w\), which defines the boundary, is a weighted sum of input vectors, but we do not need to know it explicitly. We saw above that for classifying an unknown datum \(x\), it suffices to observe its scalar product with \(w\), which can be written as:

\[
\langle x, w \rangle = \sum_j \langle x, \alpha_j x_j \rangle \quad (5.7)
\]

As it appears, all we need both for determining the boundary and classification is to have a scalar product defined on the data. This is not only the case for the Adaline algorithm, many other algorithms can be expressed only through scalar products. Together with the notion of a kernel, this will lead us to support vector machines.

### 5.2 Kernel-induced feature spaces

Linear boundaries are very simple to handle, but also often too constrained for practical purposes. Linearly separable data sets are extremely rare in practice.
Already the simple example in Figure 4.1 shows classes which are not perfectly linearly separable. A satisfactory approximation might be possible, depending on how high a misclassification rate are we willing to accept. For more complex cases, a linear approximation would depart even further from the actual class boundary. Obviously, more flexible ways of describing boundaries are needed.

An obvious idea is to choose a more powerful function, like a quadratic or cubic one, and try to use it for approximating the boundary. There is, of course, no guarantee that the chosen function is suitable for the data set, it can only be hoped so. So a general classification algorithm should preferably have a number of functions to choose from. There are also practical problems following from this idea. First, the number of possible functions, or parameters controlling them, rises with their order. Also, even if we would provide the classifier with all imaginable functions, it will most probably have to be equipped with a separate learning algorithm for each of them.

The problem of finding a better boundary can be addressed from the other side, too. Instead of looking for a nonlinear discriminant function in the original, input space, one can transform the data in some nonlinear fashion and try to separate them linearly. The effect is the same as using a non-linear function, just that this time we can use known linear learning algorithms. Transforming data is actually a very natural approach and has been used from the very beginnings of pattern recognition research. Scaling is a typical linear transformation applied at the early stages of the pattern recognition process. Feature extraction, which is also used in data preparation, often involves nonlinear transformations, but for different reasons. For example, principal component analysis can be used for dimensionality reduction. The components of transformed vectors are usually called features. Appropriately chosen, they actually represent the information inherent in the data. The space of transformed vectors is consequently called feature space. Sometimes, the problem can be simplified without reducing the dimensionality, by applying a nonlinear transformation. But, this approach is only applicable if we know in advance which transformation is suitable for the data.

Interestingly, in many cases the problem can be simplified by increasing the dimensionality. In a sense, the trick is to exploit the curse of dimensionality for a good purpose. Figure 5.1 shows an example of one-dimensional data where classes are not linearly separable. In one dimension, the linear function is simply a constant, and there exists no constant such that elements of one class are to the left of it and of the other to its right. Transforming the data into a two-dimensional feature space by a simple nonlinear mapping \( \phi(x) : x \mapsto [x, x^2]^T \) renders the classes linearly separable. Of course, this is an artificially constructed educational example (a counterexample is also easy to find), but the principle can be generalized. To get the idea, consider three points in a two-dimensional space, i.e. plane, not lying on a same line. No matter how we label the points, there
is always a line separating one class from the other. But, four points can be labeled in an unsuitable manner, as shown in Figure 5.2. No single line is capable of separating one class from the other. If the points were not lying in a plane, but in a three-dimensional space, there would exist a plane separating the classes. Generally, in a $D$-dimensional space, $D + 1$ linearly independent points can be arbitrarily separated in two classes, regardless of the labeling. It can be said that a $D$-dimensional linear classifier has the capacity to perfectly classify any two-class data set of $D + 1$ $D$-dimensional points. The capacity of a classifier is known as its VC dimension, a term coined by Vladimir Vapnik and Alexei Chervonenkis. Nonlinear classifiers have generally a higher VC dimension.

Increasing the dimensionality by an explicit transformation $\phi(x)$ and using the linear classifier is a well known technique known as generalized linear functions. They have been fairly successful in many tasks, provided a suitable mapping has been chosen. However, using high-dimensional feature space implies high computational complexity, both in space, for storing high-dimensional data, as well as time, for performing the computations over all feature dimensions. Another big family of pattern recognition architectures, neural networks with nonlinear
activation functions, perform not only nonlinear transformations, but also imply nonlinear boundary functions. As a consequence, they are more powerful than generalized linear classifiers in the same feature space, but are susceptible to local optimums. Since the discriminant function is not linear, gradient descent methods are not guaranteed any more to lead to the globally best parameter settings for describing the boundary.

An explicit transformation enables us to represent each datum in the feature space. As we have seen in the Adaline example above, explicit knowledge of each datum is not necessary for finding the class boundary. In its dual form, the Adaline algorithm was formulated to work only with scalar products, never needing single data. Consequently, to find the boundary in the feature space, we only need to know scalar products there. The scalar product, \( \langle \phi(x), \phi(y) \rangle \) can be seen as a bivariate scalar function \( K(x, y) \), for it takes two vectors as arguments and returns a scalar:

\[
K(x, y) = \langle \phi(x), \phi(y) \rangle 
\]  
(5.8)

Such a function is called a kernel, the name coming from integral operator theory, which forms a theoretical basis for describing relationships between kernels and feature spaces. With an appropriate choice of the mapping \( \phi(x) \), the feature-space scalar product \( K(x, y) \) can be easy to compute, easier than the transformation itself. For example, consider the mapping from a two-dimensional input space onto a three-dimensional feature space:

\[
\phi(x) = \phi([x_1, x_2]^T) = [x_1^2, x_2^2, \sqrt{2}x_1x_2]^T 
\]  
(5.9)

It is easy to see that the scalar product \( \langle \phi(x), \phi(y) \rangle \) can be written as:

\[
\langle \phi(x), \phi(y) \rangle = \langle x, y \rangle^2 
\]  
(5.10)

In other words, the kernel is computed at a marginally higher cost than the scalar product in the input space, simply by squaring it.

In this example, we constructed the kernel explicitly from a known nonlinear mapping. But for the linear classifier it does not matter, it works without knowing the mapping. So the problem of choosing an appropriate transformation can be reformulated as the problem of finding a suitable kernel. The mapping itself is irrelevant and, interestingly, we are able to formulate kernels without even knowing how the associated mapping looks like. It can be said that a kernel induces a feature space.

It is clear that not every scalar function of two variables is a kernel. Being essentially scalar products, they have to satisfy some conditions. Mathematically general conditions for compact subsets \( X \subseteq \mathbb{R}^D \) and all functions \( f \in L_2(X) \) are given by Mercer’s theorem and require that:

\[
\int_{X \times X} K(x, y)f(x)f(y)dxdz \geq 0 
\]  
(5.11)
where $K(x, y)$ is a continuous symmetric function (see e.g. Cristianini and Shawe-Taylor, 2000, p. 35). In practice, having only a finite number of observations, this condition can be expressed as a condition on the matrix $K$ of all kernel values, $K = [k_{ij}]_{i,j=1}^N = [K(x_i, x_j)]_{i,j=1}^N$. This matrix is called the kernel matrix and Mercer’s theorem implies that that it must be positive semi-definite. A kernel matrix is actually a Gram matrix in the feature space, and a Gram matrix is always positive semi-definite.

Among the most popular kernels for vectorial data are polynomial kernels:

\begin{align}
    K(x, y) &= \langle x, y \rangle^d \quad (5.12) \\
    K(x, y) &= (\langle x, y \rangle + c)^d, \quad (5.13)
\end{align}

as well as the Gaussian kernel

\begin{equation}
    K(x, y) = \exp \left( -\frac{\|x - y\|^2}{2\sigma^2} \right) \quad (5.14)
\end{equation}

The VC-dimensionality of polynomial kernels depends on the data dimensionality and on the user-defined parameter $d$. The Gaussian kernel has an infinite VC-dimensionality, it can separate arbitrarily many points in any desired way. For it, the highest kernel value is one and is reached for two identical points; kernel value of any two different points is less than one. This somewhat resembles the nearest neighbor classifier, where the proximity is the highest for two identical points and falls with the distance between them.

In practice, even non-kernels have been used with promising results. One such “kernel” is the sigmoid function:

\begin{equation}
    K(x, y) = \tanh (\langle x, y \rangle + \theta) \quad (5.15)
\end{equation}

Extension to non-vectorial data is straightforward. Since the classifier needs only kernel values, it is irrelevant of which type the original data are. It suffices that a kernel is defined on them. In Section 5.4 we shall see how kernels can be defined on strings.

### 5.3 Support Vector Machines

With a kernel defined, we can apply any linear learning algorithm for estimating the class boundary, provided the algorithm can be expressed in the dual form, using only scalar computation and scalar products. However, different algorithms estimate different boundaries and not all can be equally suitable. Is there a rule for choosing the algorithm, or can one algorithm be generally preferred?
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Statistical learning theory, developed by Vladimir Vapnik and Alexei Chervonenkis, addresses these questions from the generalization point of view. For a fixed training set of $N$ points and a classifier (called “hypothesis class” in VC-terminology) with a certain capacity (VC-dimension) $d$, it is shown that the best generalization is achieved when the classifier makes the minimum number $N_E$ of misclassifications of the training data, as intuitively expected. With a probability $1 - \delta$ the generalization error satisfies:

$$\varepsilon_{\text{gen}} \leq \frac{2N_E}{N} + \frac{4}{N} \left( d \log \frac{2eN}{d} + \log \frac{4}{\delta} \right) \tag{5.16}$$

provided the samples forming the training set are drawn independently and in an identical way, and $d \leq N$ (see Cristianini and Shawe-Taylor, 2000).

The number of misclassifications is an empirical value, thus the approach is called empirical risk minimization. However, if we increase the classifier’s VC-dimension, the impact on the generalization error can vary. On one hand, more complex classifiers will make less errors on the training set: $N_E$ and the first term above will fall. On the other hand, overly complex classifiers can produce too complex boundaries, perhaps perfectly classifying the training set, but being poor in generalization. This behavior is reflected in the rise of the second term in the equation above.

Let us suppose having a sequence of nested hypothesis classes, such that a more complex class always includes all simpler ones. The optimal classifier can be chosen by starting with the simplest, which makes many misclassifications on the training set, and gradually increasing its capacity until the rise in the second term outweighs the decrease in the first term, i.e. until the bound on the generalization error starts to rise. This approach is known as structural risk minimization.

The practical inconvenience with it lies in forming the nested set of hypothesis classes. But the fundamental problem is that it explicitly relies on the VC-dimension of the classifier. According to the Equation (5.16), classifiers with a high VC-dimension (e.g. infinite, like Gaussian kernel) would not be capable of learning at all, no matter how trivial the data distribution. Intuitively, this is hard to believe. Equation (5.16), giving a universal – that is, worst case – bound, includes no reference to the distribution. Is it possible to make the bound tighter, at least for “benign” distributions, by providing some information about them?

A crucial result from statistical learning theory is that the generalization ability can be expressed in terms of a property called margin and independently of the VC-dimension. In case of a linear classifier, we are looking for the best separating hyperplane. For a hyperplane defined by the vector $w$ and bias $b$, the margin of a training set example $(x_i, t_i)$ is simply the value:

$$\gamma_i = t_i(\langle w, x_i \rangle + b) \tag{5.17}$$
This type of margin is called functional, for it is the value of the linear function, multiplied by the class label. This value is not unique for a fixed hyperplane and the point, because the same hyperplane can be defined in an infinite number of ways, simply by scaling $w$ and $b$ by some factor. It is therefore more useful to rely on the geometric margin, which is the functional margin with $w$ normalized to the length of one:

$$
\gamma_i = \frac{t_i}{||w||} (\langle w, x_i \rangle + b)
$$

The margin of a hyperplane over the whole training set is the minimum margin over all points from the set. The other way round, the margin of a training set is the maximum margin over all hyperplanes. The hyperplane with the maximum margin is the maximal margin hyperplane. In the case of linearly separable classes, the margin is always positive (Figure 5.3).

According to statistical learning theory, the generalization error of a linear classifier is minimized by maximizing its margin. Since the norm of $w$ appears in the denominator, this is equal to minimizing $\langle w, w \rangle$. But, this approach can be pursued only if the margin is positive and sufficiently large with respect to the training set size – a condition which is satisfied only for linearly separable data with relatively little noise. For such data, the problem of finding the best separating hyperplane can be expressed as constrained optimization problem. The minimization of the squared norm $\langle w, w \rangle$ has to be done while satisfying the conditions for all data being on the correct side of the margin:

$$
\begin{align*}
\text{minimize} & & \langle w, w \rangle \\
\text{subject to:} & & t_i \left( \langle w, x_i \rangle + b \right) \geq 1
\end{align*}
$$

Figure 5.3: Margins: $\gamma_i$ denotes the margin of the point $x_i$ and $\gamma$ the data set margin.
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The minimization is equal to minimizing the Lagrangian:

\[
L(w, b, \alpha) = \frac{1}{2} \langle w, w \rangle - \sum_{i=1}^{N} \alpha [t_i (\langle w_i, x_i \rangle + b) - 1] \tag{5.20}
\]

By differentiating it with respect to \(w\) and \(b\) and substituting the obtained relations in the above equation, the dual form is obtained ((Cristianini and Shawe-Taylor, 2000)):

\[
L(w, b, \alpha) = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j t_i t_j \langle x_i, x_j \rangle \tag{5.21}
\]

Thus the optimal weight vector \(w^* = \sum_i t_i \alpha_i x_i\) of the separating hyperplane is obtained by solving the following problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j t_i t_j \langle x_i, x_j \rangle \\
\text{subject to:} & \quad \sum_{i=1}^{N} \alpha_i t_i = 0 \\
& \quad \alpha_i \geq 0
\end{align*} \tag{5.22}
\]

The offset \(b\) does not appear here and has to be found by relying on the primal representation:

\[
b^* = -\frac{\max_{t_i=-1} \langle w^*, x_i \rangle + \min_{t_i=1} \langle w^*, x_i \rangle}{2} \tag{5.23}
\]

The problem of finding the optimal \(w^*\) is a quadratic optimization problem with linear constraints. Such problems are called convex quadratic programmes and the optimization theory has developed powerful machinery for solving them. It would be beyond the scope of this thesis to get into depths of the theory or to describe specific algorithms. Let it just be stated that minimizing a function \(f(w)\), \(f \in C^1\) on a convex domain \(\Omega \subseteq \mathbb{R}^n\), subject to affine constraints \(g(w) \leq 0\) and \(h(w) = 0\) can be done using the generalized Lagrangian:

\[
L(w, \alpha, \beta) = f(w) + \alpha^T g(w) + \beta^T h(w) \tag{5.24}
\]

The point \(w^*\) is an optimum iff there exist \(\alpha^*, \beta^*\) such that:

\[
\begin{align*}
\frac{\partial L(w^*, \alpha^*, \beta^*)}{\partial w} &= 0 \\
\frac{\partial L(w^*, \alpha^*, \beta^*)}{\partial \beta} &= 0 \\
\alpha^{*\mathrm{T}} g(w^*) &= 0 \\
g(w^*) &\leq 0 \\
\alpha^* &\geq 0
\end{align*} \tag{5.25}
\]
The third relation above is known as the Karush-Kuhn-Tucker complementary condition. A big advantage of quadratic programmes is that they have only one optimum, so there is no danger of getting stuck in a local optimum – a problem plaguing neural networks.

For the problem stated in Equation (5.23) it is interesting to observe the structure of the solution. From the Karush-Kuhn-Tucker complementary condition it follows that:

\[ \alpha_i^+ \left[ y_i (\langle w^*, x_i \rangle + b^*) - 1 \right] = 0 \]  

which essentially means that the optimum lies either inside the convex area, so the constraints represented by \( \alpha \) are inactive, or on an area edge or vertex, with corresponding constraints \( \alpha_i \) active.

The result in (5.26) is zero when either \( \alpha_i^+ \) or the term in the square brackets is zero. The term in the brackets is zero only for the input points with the margin of one, so their corresponding \( \alpha_i^+ \) is nonzero. For all other points, which have the margin greater than one and are further away from the hyperplane, their \( \alpha_i^+ \) must be zero. Hence only the points on the one-margin participate in describing the weight vector \( w^* \) and all other can be discarded. The margin points can be seen as supporting the hyperplane and are called support vectors (Figure 5.4). The quadratic optimization problem above was given for the input-space variables \( x_i \). By noting that the points never appear alone but only inside scalar products, extending the algorithm to kernel-induced feature spaces is straightforward. One
only needs to substitute inner products with kernels and the task becomes:

\[
\text{maximize } \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j t_i t_j K(x_i, x_j)
\]

subject to:
\[
\sum_{i=1}^{N} \alpha_i t_i = 0 \\
\alpha_i \geq 0
\]  

(5.27)

with
\[
b^* = -\frac{\max_{i=-1} \, K(w^*, x_i) + \min_{i=1} \, K(w^*, x_i)}{2}
\]

(5.28)

where
\[
K(w^*, x_i) = \sum_{j=1}^{N} \alpha_j^* K(x_i, x_j)
\]

(5.29)

If, as normally the case, the classes are not linearly separable or the margin is small, the above maximal margin classifier cannot be used. Its objective is hard: all training points must lie “outside” the margin, i.e. have the margin at least equal to one. For non-separable classes this is impossible, for there exist points with a negative margin. For such cases, the soft margin approach is to allow points inside the margin or even on the wrong side of the separating hyperplane, but to include a punishment term, discouraging such points.

Allowing the margin to be violated is easily done by introducing a slack variable \(\xi_i\) for every point (Figure 5.5). The optimization constraint is thus changed from:

\[
t_i ((\langle w, x_i \rangle + b) \geq 1
\]

(5.30)
to

\[
t_i ((\langle w, x_i \rangle + b) \geq 1 - \xi_i, \quad \xi_i \geq 0
\]

(5.31)

and the punishment term is a norm of the vector \(\xi\), multiplied by the user-specified constant \(C\). The punishment term is included into the objective function. Using the \(l_1\) norm, the optimization task in the primal form becomes:

\[
\text{minimize } \langle w, w \rangle + C \sum_{i=1}^{N} \xi_i \\
\text{subject to: } t_i ((\langle w, x_i \rangle + b) \geq 1 - \xi_i \\
\xi_i \geq 0
\]

(5.32)
Represented in the dual form and for kernel-induced feature space, the task is to

\[
\sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j t_i t_j K(x_i, x_j)
\]

subject to:

\[
\sum_{i=1}^{N} \alpha_i t_i = 0
\]

\[
C \geq \alpha_i \geq 0
\]

In other words, the \(l_1\)-soft margin approach differs from the maximal margin approach only by constraining the Lagrange multipliers from above by \(C\).

Another possibility is to use the \(l_2\) (Euclidean) norm of \(\xi\) as the punishment term. The optimization problem then becomes:

\[
\sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j t_i t_j \left( K(x_i, x_j) + \frac{\delta_{ij}}{C} \right)
\]

subject to:

\[
\sum_{i=1}^{N} \alpha_i t_i = 0
\]

\[
\alpha_i \geq 0
\]

where \(\delta_{ij}\) is the Kronecker delta: \(\delta_{ij} = 1\) for \(i = j\) and 0 otherwise. The difference between \(l_2\)-soft margin and maximal margin lies only in adding the \(1/C\) to the diagonal elements of the kernel matrix.

As we see, all three kinds of support vector machines can be trained by solving essentially the same kind of problem. Compared to the basic, maximal margin SVM, the other two differ only slightly in constraints or in the effectively used kernel matrix.

Figures 5.6–5.9 show the performance of the \(l_1\)-soft margin SVM on the sample set already used in Chapter 4. In all cases, the Lagrange factors were limited from above by \(C = 100\). As one can see, the machines produce a large number of support vectors (points in squares), which is due to the considerable overlap of the classes.

### 5.4 String kernels

Support vector machines can be applied to string data by defining a kernel function for strings. At the time of the writing of this thesis, extensive research on this topic is performed, often in connection with molecular biology or speech recognition. An early kernel for strings is described by Watkins (1999), and a number of others have been proposed, e.g. (Lodhi et al., 2000, Leslie et al., 2002, Vert, Vert,
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Figure 5.6: Support vector machine was applied to the sample data set in the input space, i.e. using scalar product of the data and not a kernel. Due to the simple structure of the data (two overlapping Gaussian classes) the boundary determined by the SVM matches the Bayesian quite well.

Figure 5.7: Classes as predicted by a SVM with a quadratic kernel \( K(x, y) = (2 + \langle x, y \rangle)^2 \). The class boundary resembles a smoothed version of the boundary in Figures 4.7 and 4.14.

Due to the ongoing research, no final review can be given here. Instead, the kernel by Watkins is briefly presented, as a motivation for two yet unpublished kernels.

The Watkins kernel relies on two facts. First, a joint probability distribution is a valid kernel if it is conditionally symmetrically independent (CSI), that is, if it is a mixture of a countable number of symmetric independent distributions:

\[
p(x, y) = p(y, x) = \sum_{c \in C} p(x | c)p(y | c)p(c) = \\
= \sum_{c \in C} \left[ p(x | c)^{\sqrt{p(c)}} \right] \left[ p(y | c)^{\sqrt{p(c)}} \right] = \\
= \phi(x) \cdot \phi(y) = K(x, y)
\]

(5.35)

where \( C \) is the set of possible values of the random variable \( c \), on which \( x \) and \( y \) are conditioned.

Second, two strings \( a \) and \( b \) can be considered random variables, generated by a pair hidden Markov model (PHMM). A PHMM is a Markov model which emits two sequences, not necessarily of the same length. Its states can be divided into four groups:

1. \( S^{AB} \): States that emit two symbols, one for the sequence \( A \) and one for \( B \).
2. \( S^A \): States that emit only the symbol for the sequence \( A \).

3. \( S^B \): States that emit only the symbol for the sequence \( B \).

4. \( S^- \): States that emit no symbols.

The states in the fourth group are only for notational convenience and do not play a part in the output. If the PHMM is conditionally symmetrically independent, the probability that it will simultaneously produce the sequences \( a \) and \( b \), conditioned on a known sequence \( c \) of states from the first group (emitting two symbols), can be written as

\[
p(a, b|c) = p(a|c)p(b|c)
\]  

(5.36)

The unconditional probability \( p(a, b) \), obtained by summing the conditionals over all possible state sequences \( c \) (Equation (5.35)) is hence a valid kernel. On the other hand, \( p(a, b) \) can be computed by dynamic programming, similarly to string distance or similarity score. The difference is that the dynamic programming algorithms from the previous section rely on the addition of edit costs at each position, while the probability has to be computed by multiplication of transition probabilities. This is only a detail, and scoring schemes relying on the CSI pair HMM can be used as kernels.

For BLOSUM scoring matrices, which are probably the most popular scoring matrices currently used in comparing amino-acid sequences, it is not established...
if they can be translated into a CSI PHMM. It would be nevertheless desirable to use them, because they are optimized to reflect the biological properties of proteins. By a simple modification, which retains all the relationships between the amino-acids, a kernel based on the scoring matrices can be defined.

Recall that a scoring matrix is simply a symmetric matrix of similarities for all possible pairs of symbols. Similarly, a kernel matrix is a matrix of kernel values for all pairs of data. A scoring matrix is usually not positive semi-definite, but, like any other matrix, it can be made so by adding a constant term to every element. Using such a modified scoring matrix, the similarity scores will be different than when using the original matrix. But, the relationship – the difference – between the scores of different sequence pairs will not change. So the information from the original matrix remains preserved, but the modified matrix can be seen as the kernel matrix of all pairs of amino-acids (the symbols). Two facts are obvious: First, the matrix of similarities for any subset of the symbols is also a kernel matrix. And second, the matrix of similarities for any collection of symbols, even containing repeated symbols, is a kernel matrix. The repeated symbols only lead to zero eigenvalues, leaving the matrix positive semi-definite.

To see that the similarity matrix for a set of sequences is also a kernel matrix, recall that the similarity score of two sequences is simply the sum of similarities of the aligned symbols. To accommodate indels, spaces are considered valid symbols. The similarity matrix for sequences is consequently the sum of the similarity matrices for single symbols, each matrix corresponding to a position in the aligned sequences. From the definition of positive semi-definiteness ($x^T A x \geq 0$ for all $x$) it follows directly that the sum of positive semi-definite matrices is also positive semi-definite: $x^T (A + B) x = x^T A x + x^T B x \geq 0$. Thus the similarity matrix for a set of sequences is a kernel matrix. It is implicitly understood here that all the aligned sequences have the same length. This can be achieved by padding the shorter ones with spaces, as has been done in multiple alignment, without changing the similarity scores.

The kernel defined over the modified similarity matrix is also a radial kernel, like the Gaussian one. The maximal value is obtained for identical strings. But, contrary to the Gaussian kernel, there is no parameter like the kernel width $\sigma$ for controlling its smoothness. As a consequence, for data sets where diversity inside classes is high – in other words, where kernel values for identical strings differ much from the values for different ones, – many support vectors may be needed for correct classification. To see this, consider a simple example:

Given are three strings, $s_1$, $s_2$, and $s_3$, together with the corresponding kernel values $k_{ij}$, $i, j \in \{1, 2, 3\}$. $s_1$ and $s_3$ belong to one class (+1), and $s_2$ to the other (-1). Suppose $s_1$ and $s_2$ being support vectors (actually support strings) with the corresponding Lagrangian coefficients $\alpha_1$ and $\alpha_2$. Support vectors have
the functional margin of one:

\[ \alpha_1 k_{11} + \alpha_2 k_{12} = +1 \]
\[ \alpha_1 k_{12} + \alpha_2 k_{22} = -1. \]

For this kernel, the kernel values are always positive. Also, \( k_{ii} \geq k_{ij} \) for all \( i, j \).

To correctly classify \( s_3 \),

\[ \alpha_1 k_{13} + \alpha_2 k_{23} \geq +1 \]

must hold. Combining the three formulae, the condition can be expressed as

\[ \alpha_1 (k_{11} + k_{12} + k_{13}) + \alpha_2 (k_{22} + k_{12} + k_{23}) \geq +1. \]

Now, if the strings differ significantly, kernel values for identical strings will be much larger than for different ones, so in the sums, \( k_{ij} \) can be considered negligible for every \( i \neq j \). The above condition can be approximated by

\[ \alpha_1 k_{11} + \alpha_2 k_{22} \geq +1. \]

where no reference to \( s_3 \) is made. The condition is constant for the given SVM – always satisfied or always violated – and all non-support strings are assigned to the same class. To achieve the correct classification for strings of different classes, they will have to be declared support vectors.

Without the kernel width \( \sigma \), the same problem would plague the Gaussian kernel. Indeed, when \( \sigma \) is sufficiently small, the SVM behaves like a nearest-neighbor classifier. By choosing an appropriate \( \sigma \), too different kernel values for identical and different points can be avoided.

In the experiments of Jaakkola and Haussler (1998) a Gaussian function was applied to differences between Fisher scores for proteins. The Fisher scores were obtained from the hidden Markov model trained specifically for the investigated protein family. The HMM probability score actually measures the similarity of the sequence with the model, and the Fisher score for a single sequence \( s \) is

\[ U(s) = \frac{\partial \log p(s|H(\theta))}{\partial \theta}. \quad (5.37) \]

A kernel can be obtained by applying a Gaussian:

\[ K(s_1, s_2) = \exp \left( -\frac{\|U(s_1) - U(s_2)\|^2}{2\sigma^2} \right). \quad (5.38) \]

This gives rise to the idea of relying on a general scoring matrix instead of a specifically trained HMM, and applying the Gaussian on the distance between the strings. PAM scoring matrices imply a hidden Markov model, although not for a protein family, but for all proteins. BLOSUM is an improvement, taking
only biologically relevant mutations – those in conserved areas – into account for computing the transition probabilities. Thus a kernel can be defined as

\[ K(s_1, s_2) = \exp \left( -\frac{d(s_1 - s_2)^2}{2\sigma^2} \right) \] (5.39)

relying on distance functions described in Section 2.3. This is again a radial kernel, but more flexible than the above one, which relies only on the similarity score.

5.5 Support Vector Machines for strings

For the set of seven corrupted English words, the Gaussian (metric) kernel based on the Levenshtein distance was used. The set could not be perfectly classified, even with \( C = 10^6 \), which is a very large value, taking into account that most Lagrange coefficients \( \alpha \) were smaller than one. By limiting them to \( C = 10 \), a multi-class SVM (actually a set of 21 two-class SVMs) was obtained with almost perfect classification. In the experiment with \( \sigma = 10 \), support vectors reached the upper bound in only one two-class SVM, the one separating the class wolf from ice. This is not very surprising, because the support vectors hardly resembled the original words: fl, gc, or lf. The observed behavior was almost the same for the sets with 50% and 75% noise, the latter only produced more support vectors at the upper bound, as could be expected. Similarly, using a different \( \sigma \) did not change the performance very much and only varied the number of support vectors at the upper bound. For \( \sigma = 15 \) and the data set with 75% noise, two additional pairs of classes could not be perfectly separated and led to support vectors’ Lagrange coefficient reaching the upper bound: railway and underaged, and distance and ice. But also in this case, the support vectors themselves were so corrupted with noise that this behavior could be expected. However, the number of support vectors varied largely for different parameters and class pairs, ranging from 14 (approximately 10% of the data) to as many as 112 (2/3 of the data).

Increasing \( C \) to 15 had also a positive impact on the generalization abilities of the SVM. Tested on the separate 1750-samples data set, the SVM trained with \( C = 10 \) had 90 misclassifications on the set with 50% noise, compared to only 41 (2.3% of the set) obtained using \( C = 15 \). For the set with 75% noise, the respective numbers are 335 and 173.

The two hemoglobin chains can be successfully classified using support vector machines with string kernels. Both the simple BLOSUM62 similarity kernel and the Gaussian kernel based on the BLOSUM62-derived distance measure have been tested. The results do not differ much: the Gaussian kernel produces 22 support vectors, and the similarity kernel 25. When using the similarity kernel, only the punishment term \( C \) has to be chosen, but the SVM performed equally well using a variety of \( C \)’s, from 0.2 to 5. For the Gaussian kernel, also the kernel width
\( \sigma \) has to be chosen. The choice of this parameter is somewhat more important, but still not critical. As in the previous chapter, the optimal value was found by trying out different values on a \( \frac{2}{3} \) subset of the data and testing the recall on the remaining \( \frac{1}{3} \). An initial clue about reasonable \( \sigma \) can be won by observing distances between strings in the set. For the hemoglobin data set, the distances range from several hundred to something over thousand, so corresponding values of \( \sigma \) were tested. The best results were obtained for \( \sigma^2 = 5 \cdot 10^5 \).

With these parameters, the classes are linearly separable in the kernel space, and the classification is correct for the whole set. As can be deduced from the mapping of the vectors (Figure 5.10), isolated sequences and the sequences on the edges of areas with high data concentration are the preferred choice for support vectors.

For the kinase data set, both Gaussian and similarity kernel reach similar accuracy and generalization ability. But, measured in the number of support vectors, the results using Gaussian are more practical, since they include fewer support vectors. For strings, where kernels are computationally expensive, this might be an issue. For example, for separating the AGC class from CaMK, the SVM with the similarity kernel needs 73 support vectors — out of 113 which comprise the two classes. Using the Gaussian kernel, the same SVM contains only 29 support vectors. The whole multi-class support vector machine is implemented as a set of two-class SVMs, one for each pair of classes.

On this data set, the performance is not very sensitive to parameters, neither for similarity nor for Gaussian kernel. Since the distances in the data set range up to 3000, the Gaussian kernel width was tested in range \( \sigma^2 \in [2.5 \cdot 10^6, 1.25 \cdot 10^7] \). For both kernels, the punishment term \( C \) was tested in range \([0.2, 8] \), plus infinity. Except for \( C < 0.5 \), the SVM trained on a \( \frac{2}{3} \) of the data set usually had between one and three misclassifications on the remaining \( \frac{1}{3} \), although the error never fell to zero. Training the SVM with the same parameters, but on the whole data set, a perfect classification can be achieved.

Trained using the BLOSUM62 similarity kernel, it requires 798 support vectors — almost twice as many as there are sequences in the data set. This is partially due to the fact that the two-class SVMs, comprising the multi-class SVM, are independent, so a sequence can easily be a support vector in more than one two-class SVM.

Using a metric kernel based on the BLOSUM62 scoring matrix and \( \sigma^2 = 9 \cdot 10^6 \), a perfect classification is obtained with less sequences used as support vectors. The whole SVM requires 409 support vectors, what is still more than the number of sequences in the data set, but about half as many as the SVM with the similarity kernel. As shown in Figure 5.11, some sequences never act as support vectors, whereas others play the role in more than one two-class SVM.
Figure 5.10: Sammon mapping of two hemoglobin chains, with support vectors highlighted. **Above:** Support vectors obtained using the metric kernel. **Below:** Support vectors obtained by the BLOSUM62 similarity kernel. The classification is perfect in both cases. The similarity kernel produces slightly more support vectors than the metric one. Due to the radiality of the kernels, isolated sequences are more likely to become support vectors.
Figure 5.11: SVM for the kinase families, obtained using a metric kernel. Above: Sammon mapping of the data set with all support vectors highlighted. Below: Only the support vectors of the AGC-CMGC two-class SVM are highlighted. The two classes are well separated, so 25 support vectors suffice: 11 from the AGC class and 14 from the CMGC.
Chapter 6

Spectral Clustering

Support vector machines have been highly successful in pattern classification. Kernel-implied data transformation in a high dimensional space is extremely efficient and the linear boundary in the feature space easily found. Encouraged by their performance in classification, researchers have tried to develop kernel-based methods for clustering.

Already in his Ph.D. thesis, Schölkopf (1997) noted that principal components in the feature space induced by Gaussian kernels reflect input-space areas of higher data density. In (Schölkopf et al., 1999), a so-called one-class classification was introduced. This method provided for finding support vectors which determine areas of high data density. It was not clustering in the common sense, for it gave no information how to divide data into clusters. The same idea, not limited to kernel spaces, was pursued by Tax (2001).

A kernel-based clustering method was proposed by Ben-Hur et al. (2001), but it was not purely feature-space based. It considered the data to form a single cluster in the infinite feature space induced by the Gaussian kernel and determined the support vectors delimiting it. Back in the input space, the paths between support vectors were examined. If the density along the path – that is, kernel values of path points and support vectors – was above some threshold, the path was considered to be inside a cluster. Otherwise, the lowest-density point was taken as the cluster boundary. This approach requires continuity in the input space and is not applicable on discrete data, like strings.

To cluster data completely in feature space, Girolami (2002) adapted the expectation-maximization method of Buhmann (1999), which is in a sense an extension of the $K$-means algorithm. The adaptation to feature space consisted in expressing the algorithm in terms of scalar products and substituting them with kernel values. However, the algorithm was still a stochastic one and prone to local optima. Another method, proposed by Cristianini et al. (2002), preformed clustering by analyzing only the kernel matrix or, more exactly, its spectrum. Other
spectral clustering methods, not necessarily relying on kernels, have also been intensively examined (Weiss, 1999, Meilă and Shi, 2001, Shi and Malik, 2000, Ng et al., 2002). They all share the common idea of analyzing the eigenvectors and eigenvalues of the affinity matrix in order to discover clusters. Although similar, the algorithms differ in important details. The authors generally agree that spectral clustering methods are still incompletely understood.

In this chapter a clustering algorithm (Fischer and Poland, 2003) is presented which is in some steps similar to the one of Ng et al.. It exploits the fact that cluster membership is reflected in eigenvectors associated with large eigenvalues. The algorithm is capable of producing a hierarchical cluster structure if the data form nested clusters and is therefore more flexible than simple partitioning algorithms. Conditions under which it performs well and under which it is likely to fail are examined, and the behavior illustrated on simple examples. Also, a novel method for computing the affinity matrix is proposed, based on the concept of path conductivity. In it, not only the direct paths between points are considered, but also all indirect links, leading to an overall measure of connectivity between the points. The performance of the algorithms is tested on some hard artificial data sets and on standard benchmarks.

6.1 Clustering and the affinity matrix

The affinity matrix is a weighted adjacency matrix of the data. In a graph-theoretical sense, all data are connected to form a weighted graph, larger weights implying higher similarity between the points. We consider here only non-negative and symmetrical weight functions, resulting in non-negative and symmetrical affinity matrices.

For illustrative purposes, however, we shall start with idealized, unweighted adjacency matrices. The entry \( A[i, j] \) at some position \((i, j)\) in the matrix \( A \) is set to one if the similarity between two points \( x_i \) and \( x_j \) is above some fixed threshold. Otherwise, it is set to zero. Since we discuss symmetrical similarity functions, the entry \( A[j, i] \) is assigned the same value. Let us now imagine that the data form clear, disjunct clusters \( C_j \), so that the similarity between points belonging to the same cluster is always above the threshold, and below it for points from different clusters. So for all \( n_1 \) points belonging to the first cluster there will be \( n_1^2 \) 1-entries in the matrix, \( n_2^2 \) for the \( n_2 \) points from the second cluster, and so forth. By appropriately enumerating the points — first all from the first cluster, then from the second etc. — the affinity matrix becomes a block-diagonal matrix, with blocks of sizes \( n_1 \times n_1 \), \( n_2 \times n_2 \) and so on.

From the definition of eigenvalues and eigenvectors \( (Ae = \lambda e) \) it is easy to see that \( \lambda_j = n_j \) are the nonzero eigenvalues of \( A \) and that the associated
6.1. CLUSTERING AND THE AFFINITY MATRIX

eigenvectors $e_j$ can be composed as follows:

$$e_j(i) = \begin{cases} 1 & \text{for all } i : \sum_{k=1}^{j-1} n_k < i \leq \sum_{k=1}^{j} n_k \\ 0 & \text{otherwise} \end{cases}$$ (6.1)

The eigenvectors can, of course, be scaled by an arbitrary nonzero factor.

Recalling how the affinity matrix was constructed, it is obvious that the following holds:

$$x_i \in C_j \iff e_j(i) \neq 0$$ (6.2)

This gives us hope that we can cluster data by examining the spectrum of the affinity matrix. Note that the above statement remains true even if we enumerate the points differently, so that $A$ is not block-diagonal. By different enumeration we achieve a permutation of rows and columns of $A$. However, such a permutation does not change the matrix’ eigenvalues, and results only in permuted eigenvectors. Bearing this in mind, we can restrict the discussion to nicely permuted matrices. All results still remain valid, provided they do not depend on the order of entries in the eigenvectors.

Departing from the above simple case, we now allow different weights of graph edges. For numerical data, a convenient weighting function is the Gaussian kernel

$$A[i, j] = \exp \left( -\frac{||x_i - x_j||^2}{2\sigma^2} \right)$$ (6.3)

As noted by Perona and Freeman (1998), there is nothing magical with this function. Any symmetrical, non-negative function monotonously falling with increasing distance can be applied. A slight advantage of the Gaussian function is that it results in a positive definite affinity matrix – a kernel matrix, – somewhat simplifying the analysis of eigenvalues. The value of kernel width $\sigma$ has to be provided by the user. The choice of a correct width is critical for the performance of the algorithm. We shall return later to the question how to choose a good $\sigma$ and assume for the moment that it has a sensible value. Then the points belonging to the same cluster will result in affinity matrix entries close to one, whereas for the points from different clusters, the entries will be close to zero. Thus the matrix still resembles a block-diagonal matrix. Examples illustrating this are given in Figures 6.1 and 6.2. For nicely enumerated data, this suffices for clustering them: we only need to visually inspect the affinity matrix and assign points to a same cluster if their indices belong to the same block. Unfortunately, real-world data are usually wildly permuted, so we need to proceed with spectral analysis.

Using eigenvalue decomposition, an affinity matrix $A$ can be represented as:

$$A = E \Lambda E^T = \sum_i \lambda_i e_i e_i^T = \sum_i \lambda_i A_i$$ (6.4)
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Figure 6.1: Three well separated clusters. **Left column:** scatter plot of the data (top); distance histogram (middle); spectral plot along the 2nd and 3rd eigenvector (bottom). **Right column:** Affinity matrix $A$ of the data (top); 20 largest eigenvalues of $A$ (middle); components of the first three eigenvectors of $A$ (bottom).

Here, the columns of the matrix $E$ are the eigenvectors $e_i$ of $A$ and $\Lambda$ is a diagonal matrix containing corresponding eigenvalues $\lambda_i$. For all eigenvectors $\|e_i\| = 1$ holds. The products $e_i e_i^T$, shortly denoted by $A_{i}$, are the rank-1 components. Thus a symmetric matrix can be represented as the sum of its rank-1 components, weighted by the associated eigenvalues.

Contrary to the initial, idealized case with the affinity matrix being strictly block-diagonal, now many (in case of positive definite functions like the Gaussian: all) eigenvalues will be nonzero. The same holds for eigenvector components, rendering our simple algorithm based on the rule (6.2) inapplicable. We shall, however, still rely on it as a motivation. First we note that as the real-valued affinity matrix approaches binary, few clearly dominant eigenvalues emerge. Also, eigenvector components diminish for non-cluster points and approach some clearly defined nonzero value for points belonging to the cluster associated with the eigenvector. To cluster data we can therefore observe the eigenvectors associated with the dominant eigenvalues.

To illustrate the idea, let us observe a block-diagonal-like affinity matrix, like
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Figure 6.2: Three less separated clusters. Visualized are the same values as in Figure 6.1. The rightmost, lower cluster from Figure 6.1 is shifted upwards towards the central one. Note how a weaker superblock in the affinity matrix appears, encompassing the lower two blocks, and how the spectral plot is rotated.

the one in Figure 6.1, top right. It contains three blocks of different sizes. As can be seen in the same figure, in the graph below the matrix, its first three eigenvalues are larger than the rest, which smoothly fall towards zero. This is an indication that the first three rank-1 components contribute more significantly than others to the affinity matrix. If we take a look at the associated eigenvectors, we see that each of them clearly corresponds to a block. This is not surprising: eigenvector components with large magnitude (either positive or negative) result in large positive values when multiplied with components of the same sign and a comparable magnitude, leading to large entries in the rank-1 component. Small-magnitude entries result in small entries in the component, thus bearing little contribution to the affinity matrix entries. Finally, large positive components multiplied with large negative ones result in large negative entries in the component.

This last case is particularly interesting. Recall that we consider only nonnegative affinity matrices. Thus, negative entries in one rank-1 component must be compensated by positive ones in one or more others (we assume a kernel weighting function, resulting in all nonnegative eigenvalues). For the sake of simplicity,
let us suppose that the positive entry at the position \((i, j)\) in the component \(A_p\) compensates the negative entry in \(A_q\), either by being larger in magnitude or by belonging to a larger eigenvalue:

\[
A_p[i, j] > 0, \quad A_q[i, j] < 0 \\
\lambda_p A_p[i, j] + \lambda_q A_q[i, j] > 0 > \lambda_q A_q[i, j]
\] (6.5)

In order to achieve this, the signs of the eigenvector components must obey:

\[
\text{sgn}(e_p[i]) = \text{sgn}(e_p[j]), \quad \text{sgn}(e_q[i]) = -\text{sgn}(e_q[j])
\] (6.6)

with the consequence that the diagonal entries \(A_p[i, i] \) and \(A_q[i, i] \) are all positive. In other words, the entries \((i, i)\) and \((j, j)\) get amplified in the affinity matrix, and \((i, j)\) and \((j, i)\) attenuated. What does all this tell us? From the affinity matrix as a whole, we see that the \(i\)-th and \(j\)-th point share some small degree of similarity. The rank-1 component \(A_p\) suggests that they are highly similar, and \(A_q\), with its negative entries, the contrary.

The interpretation we propose is the following: Points \(x_i\) and \(x_j\) belong to the same cluster, as \(A_p\) suggests. At the same time, they belong to two different subclusters, which is reflected in the entries of \(A_q\). We will use this observation later for exploring the hierarchical data structure.

An example illustrating this explanation is shown in Figure 6.2. The data set consists of three clusters, the same ones as in Figure 6.1, but the small rightmost cluster is shifted upwards towards the big central one, so that they partially overlap. The points are nicely enumerated: first all points from the first, then from the second, and finally from the third cluster. In the affinity matrix, two blocks are visible, with the larger containing two smaller subblocks. This structure is reflected in the dominant eigenvectors: the second has large, positive components for all points from the supercluster, whereas the third splits it into two subclusters by positive and negative components.

This example also shows that we have to be cautious with interpretation of eigenvectors. Assigning a point to a cluster if the component of the corresponding eigenvector is above some threshold is a temptingly simple approach, but can easily fail if clusters overlap. Another case when this approach can fail is when space spanned by the dominant eigenvectors is rotation invariant, as is the case when there are more identical eigenvalues. For example, consider the identity matrix as an affinity matrix:

\[
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\] (6.7)

An obvious decomposition is \(\lambda_1 = 1, e_1 = (1, 0)\) and \(\lambda_2 = 1, e_2 = (0, 1)\). However, an equally valid decomposition is \(\lambda_1 = 1, e_1 = (1/\sqrt{2}, 1/\sqrt{2})\) and...
6.2. Algorithm overview

The proposed clustering algorithm consists only of a couple of steps (Algorithm 6.1): The first two steps are straightforward, the third needs some elaboration, and the last three form the core of our clustering algorithm.

We noted earlier that the Gaussian kernel is a common function for building the affinity matrix of numerical data. Its key parameter is the kernel width \( \sigma \) and the algorithm performance heavily depends on it. In our work, we determine it from the distance histogram. In a common sense, a cluster is a set of points sharing some higher level of proximity. So if the data form clusters, the histogram of
Algorithm 6.1: Spectral clustering

1: Build the affinity matrix.
2: Compute the eigenvalues and eigenvectors of the matrix.
3: Discover dominant eigenvalues.
4: Analyze the eigenvectors associated with the dominant eigenvalues and find typical values for their components.
5: Build the clusters according to eigenvector components’ similarity to typical values.
6: Analyze relationship of typical eigenvalue components to discover hierarchical data structure.

their distances is multi-modal, the first mode corresponding to the average intra-cluster distance and others to between-cluster distances. By choosing $\sigma$ around the first mode, the affinity values of points forming a cluster can be expected to be significantly larger than others. Consequently, the affinity matrix resembles a block-diagonal matrix or its permutation. Once the matrix has been built, computing eigenvalues and eigenvectors is easy. We do not even need to compute all $n$ eigenvalues, we just need the largest. How many, depends on the number of clusters, but it will certainly be at least an order of magnitude smaller than the number of points. Reducing the number of eigenvalues significantly speeds up the algorithm.

Our algorithm analyzes the eigenvectors bearing the most clustering information. We have reasoned above that these are the vectors associated with the dominant eigenvalues. So once eigenvalues are known, we have to find how many of them are dominant. For data sets forming clearly separated, convex and not too elongated clusters, there is a significant drop between dominant and non-dominant values (see Figure 6.1). For more complex data sets, the choice can be harder, because the eigenvalues decrease smoothly. A method proposed by Girolami (2002) relies on dominant terms in

$$\sum_{i=1}^{N} \lambda_i \{1_n^T e_i\}^2 \quad (6.9)$$

where $1_n$ is a shorthand notation for an $n$-dimensional vector with all components equal to $1/n$, $n$ being the number of points. It was claimed that if there are $K$ distinct clusters within the data, there are $K$ dominant terms $\lambda_i \{1_n^T e_i\}^2$ in the above summation. The statement was illustrated by several examples, but counterexamples are also easy to find. Consider the identity matrix (6.7) from the previous section: depending on the eigenvalue decomposition we choose, we obtain either two dominant terms, both equal to one, or only one term equal to two. Generally it can be said that the method is likely to fail when clusters overlap, but is worth trying if no obvious dominant eigenvalues exist.
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Once we have decided on the number of eigenvectors to use, we form a set of spectral images $y_i$ of the original data $x_i$ by transposing the eigenvectors, as described by Equation (6.8). To cluster them, we employ an algorithm we term “K-lines”. It is a modification of $K$-means and relies on point distances from lines instead of from means (Algorithm 6.2).

**Algorithm 6.2: K-lines clustering**

1. Initialize vectors $m_1...m_K$ (e.g. randomly, or as the first $K$ eigenvectors of the spectral data $y_i$).
2. repeat
3. for $i ← 1...K$ do
4. Define $\mathcal{P}_j$ as the set of indices of all points $y_i$ that are closest to the line defined by $m_j$.
5. Create the matrix $M_j : M_j ← [y_i]_{i \in \mathcal{P}_j}$ whose columns are the corresponding vectors $y_i$
6. end for
7. until $m_j$‘s do not change

The mean vectors $m_j$ are prototype vectors for each cluster scaled to the unit length. Each $m_j$ defines a line through the origin. By computing $m_j$ as principal eigenvector of $M_jM_j^\top$, one asserts that the sum of square distances of the points $y_i$ to the respective line defined by $m_j$ is minimal.

Clustering of the original data $x_i$ is then performed according to the rule:

*Assign $x_i$ to the $j$-th cluster if the line determined by $m_j$ is the nearest line to $y_i$.*

6.3 Hierarchical structure

As mentioned above, rotation of the axes around which the vectors $y_i$ disperse depends on the amount of cluster overlap. For fully disjunctive clusters, provided all eigenvalues are different and the spectral space therefore not rotation invariant, these axes are close to the coordinate axes. For overlapping clusters, where both clusters are expressed to a same extent in the supercluster, the spectral axes are rotated by 45 degrees. In an intermediate case, the axes are rotated by a smaller amount (see Figures 6.1 and 6.2). The axes’ rotation stems from the way the point membership to clusters is represented in the eigenvectors. In the eigenvector describing the supercluster, the components corresponding to the points of both subclusters have the same sign, thus stretching the spectral images $y_i$ along a same axis. In the eigenvectors describing the subclusters, the components cor-
responding to the points of different subclusters have different signs, distributing \( y_i \)'s accordingly on the positive and negative side of another coordinate axis.

The axes passing through points \( y_i \) are determined by the vectors \( m_j \), which are prototypical spectral vectors for different clusters. So by examining their components, we can obtain information about the hierarchical data structure. Let us construct a matrix \( M \) whose columns are the vectors \( m_j \). Now, if any row in the matrix contains large values of the same sign – i.e. components of two prototypical vectors are comparable – this is an indication for a cluster overlap. Clusters described by the columns in which the large values are located form a supercluster. A complementary row also exists, in which the entries of the columns are also large, but with opposite signs. This latter row indicates the splitting of the supercluster into subclusters.

We illustrate this on an example with five clusters, as shown in Figure 6.3. In the second row left is a graphical representation of a matrix \( M \), with dark blocks representing large positive values and white large negative. For demonstration purposes we have ordered the columns of \( M \) to reflect our enumeration of the points, so that the first vector in \( M \) describes the first cluster, the second vector the second cluster and so on. In the fifth row we see large, positive values at the

**Figure 6.3**: Five clusters with partial overlap. **Above left**: scatter plot of the data. **Above right**: Affinity matrix \( A \). **Below left**: Matrix of prototypical vectors \( M \): black \( = 1 \), white \( = -1 \). **Below right**: Hierarchically clustered data.
positions four and five, indicating that the fourth and the fifth cluster form a supercluster. The first row, with large positive and negative values at the same positions provides for splitting the supercluster. We also notice a less expressed overlap of clusters 1 and 2, indicated by the second and fourth row. Based on these observations, we are able to draw a hierarchical data structure, as shown in the same figure on the right.

6.4 Conductivity-based clustering

We have shown that clustering by spectral analysis works well for block-diagonal-like affinity matrices. We have also argued that the affinity matrix is approximately block-diagonal if we apply the Gaussian kernel on data forming clear clusters. The implicit assumption is that all points in a cluster are relatively close to each other and that the clusters are far away. In other words, the clusters are assumed to be convex, compact and well separated. This description applies to many natural data sets, but other configurations corresponding with the intuitive understanding of clusters are also possible.

A popular example is a ring-like cluster encircling a convex, circular one in the ring center (Figure 6.4). The ring is obviously not convex: the points at the opposite sides of the ring are far from each other, further than from points from the central cluster. Nevertheless, according to our common-sense understanding, we would say that points in the ring form one and the points in the center another cluster. If we compute the affinity matrix of the data, we see that only the central cluster results in a block, whereas the ring cluster produces a diagonal band in the matrix. With a suitable kernel width and sufficient separation of the clusters, the diagonal band is wide. If we are lucky, it approximates a block closely enough for our algorithm to perform correct clustering. This is, however, not the expected data configuration for the algorithm, so it cannot be expected to work well in general.

In order to handle cases where data do not form compact and convex clusters, we have to extend our definition of a cluster. We note that we intuitively regard clusters as continuous concentration of data points, a notion which was applied by Ben-Hur et al. (2001). Two points belong to a cluster if they are close to each other, or if they are well connected by paths of short “hops” over other points. The more such paths exist, the higher the chances are that the points belong to a cluster – an idea somewhat resembling Feynman path integrals.

To quantify cluster membership, we introduce a new affinity measure. Recall the original weighted graph, where edges are assigned larger weights for closer points. Instead of considering two points similar if they are connected by a high-weight edge, we assign them a high affinity if the overall graph conductivity be-
between them is high. This is a complete analogy with electrical networks, where conductivity between two nodes depends not only on the conductivity of the direct path between them, but also on all other indirect paths. Another analogy is with a communication network: we consider edge weights to represent link bandwidths. Then two nodes are well linked if the overall bandwidth over all possible information paths is high.

The conductivity for any two points \( x_i \) and \( x_j \) is easily computed. We first solve the system of linear equations:

\[
G \cdot \varphi = i
\]  

(6.10)

where \( G \) is a matrix constructed from the original affinity matrix \( A \):

\[
G[p, q] = \begin{cases} 
1 & \text{for } q = 1 \\
0 & \text{otherwise} \\
\sum_{k \neq p} A[p, k] & \text{for } p = q \\
-A[p, q] & \text{otherwise}
\end{cases}
\]  

and \( i \) is the vector representing points for which the conductivity is computed:

\[
i[k] = \begin{cases} 
-1 & \text{for } k = p \text{ and } p > 1 \\
1 & \text{for } k = q \\
0 & \text{otherwise}
\end{cases}
\]  

(6.11)

(6.12)

Then the conductivity (link bandwidth) between \( x_i \) and \( x_j \), \( i < j \) is given by

\[
C[i, j] = \frac{1}{\varphi(j) - \varphi(i)}
\]  

(6.13)

which, due to the way \( i \) is constructed, can be simplified to

\[
C[i, j] = \frac{1}{G^{-1}[i, i] + G^{-1}[j, j] - G^{-1}[i, j] - G^{-1}[j, i]}
\]  

(6.14)

Due to the symmetry, \( C[i, j] = C[j, i] \). It therefore suffices to compute \( G^{-1} \) only once, in \( O(n^3) \) time, and to compute the conductivity matrix \( C \) in \( O(n^2) \) time.

In electrical engineering, the method above is known as node analysis. To compute the overall conductivity between two nodes \( i \) and \( j \) in a resistor network, we measure the voltage \( U_{ij} \) between them when we let a known current \( I \) enter the network at one and leave it at the other node. The overall conductivity is then given by Ohm’s law: \( G_{ij} = I / U_{ij} \). The voltage is defined as the potential difference between the nodes: \( U_{ij} = \varphi_j - \varphi_i \), and the potentials can be computed from Kirchhoff’s law, stating that all currents entering a node \( i \) must also leave it: \( \sum_{j \neq i} I_{ij} = 0 \). Applying Ohm’s law again, the currents can be expressed over voltages and conductivities, so that this Equation becomes:
\[ \sum_{j \neq i} G_{ij} U_{ij} = G_{ij} (\varphi_j - \varphi_i) = 0. \]

Grouping the direct conductivities by the corresponding potentials and formulating the equation for all nodes, we obtain the matrix Equation (6.10). The vector \( i \) represents the known current \( I \), which we have transferred to the right side of the equation.

It can be easily seen that in a system of \( n \) nodes only \( n - 1 \) are linearly independent. If we would compose \( G \) relying only on Kirchhoff’s and Ohm’s law, its rows would sum to zero, i.e. the system would be undetermined. In a physical sense, currents entering and leaving \( n - 1 \) nodes determine also the currents in the \( n \)-th node, since they have nowhere else to go. In order to obtain a determined system, we have to choose a node and fix it to a known potential, so it becomes the reference node. In our method we set the potential of the first node to zero (\( \varphi_1 = 0 \)), which is reflected by the way the first rows of \( G \) and \( i \) are defined in Equations (6.11) and (6.12).

The method here seems to require solving the equations anew for every pair of nodes – the computational analogy of connecting the current source between all pairs of nodes and measuring the voltage. This is, fortunately, not the case: First, since direct conductivities between nodes do not change, it suffices to invert the matrix \( G \) only once. And second, for computing the overall conductivity between two nodes, we do not need all voltages in the network, the voltage between these nodes suffices. This allows us to observe only two rows in the \( G^{-1} \) matrix. Further, due to the fact that all except two components of vector \( i \) are zeros (i.e. the external current source is attached only to two nodes), we only need to consider two columns in \( G^{-1} \). Consequently, the conductivity between any two nodes can be computed from only four elements of the matrix \( G^{-1} \), as the Equation (6.14) shows.

We have left the diagonal elements here undefined. Consequently applying the method above would lead to infinite values, because the denominator in (6.14) is zero for \( i = j \). In practical applications, it is a good choice to set them to \( \max_{p,q} C[p,q] \). The matrix \( C \) then resembles a block-diagonal matrix not only for data forming compact clusters, but also for data whose clusters are best described by high connectivity. We can thus apply our in Section 6.2 described algorithm, using \( C \) as the affinity matrix.

Since the matrix \( C \) is computed from \( A \), the choice of the kernel width needs some comment. For clustering based on the spectral analysis of \( A \) we recommended the kernel width corresponding to the first peak in the distance histogram, or slightly lower. For conductivity-based clustering, where we analyze the spectrum of \( C \), we have experienced that this value is usually too high. Our experiments have shown that the best choice for \( \sigma \) lies at about half the value one would take for analyzing \( A \), i.e. about half of the position of the first peak in the distance histogram, or somewhat below. Otherwise, the algorithm tends to create an over-connected network, thus merging the clusters.
6.5 Tests of spectral clustering

Besides toy examples presented so far, we have tested our two algorithms on three hard artificial data sets and on two standard benchmark data sets containing real-world data.

The data set from Figure 6.4 was already mentioned in section 6.4. It consists of a spherical cluster of 100 normally distributed points, encircled by a cluster of 500 points distributed along a ring. The set is considered hard for clustering because clusters are not linearly separable and their centers coincide. Distance-based algorithms working directly in the input space, like \( K \)-means, are unable to correctly cluster the data. Our simpler algorithm, using a Gaussian kernel with \( \sigma = 2 \) as the affinity function, separates the data into the original two clusters with only two misclassifications. The second algorithm, based on the conductivity matrix, achieves the same result.

In Figure 6.5, an even more complicated data set is shown. Six hundred points are distributed in a 3D-space along two rings in perpendicular planes, intersecting each other. The points are dispersed normally with the standard deviation of 0.1. The data set is harder than the one above because not even one cluster is compact. Both our algorithms perform very well, correctly clustering all points. However, if we increase the dispersion, the simpler algorithm clearly falls behind. For the dispersion of 0.15 it misclassifies 105 points (about one sixth of the data set), and for 0.2 even 149. The conductivity matrix algorithm still performs well, misclassifying only one point in the first and five in the second case (Figure 6.6).

We have also tested the algorithm on a variant of Wieland’s two spirals (Figure 6.7). This artificial data set is used as a standard benchmark in supervised learning (see Fahlman, 1988). In Wieland’s original set, each spiral consists of 97 points and coils three times around the origin. At the outer ends of the spirals, points from the same spiral are further away than points from different ones — for clus-
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Figure 6.5: Two intersecting ring clusters with data dispersion $\sigma_D = 0.1$. Left: scatter plot of the data. Right above: Affinity matrix $A$ computed with the Gaussian kernel. Right below: Conductivity matrix $C$.

tering, an extremely unpleasant fact. We used spirals with double point density, resulting in 193 points per spiral. The set is still very inconvenient and even our conductivity matrix is far from being block-diagonal. Nevertheless, with $\sigma = 0.2$ our conductivity-based algorithm achieves the correct clustering for all points.

A classical real-world benchmark is the Iris data set (Fisher, 1936, Murphy and Aha, 1994). It contains 150 measurements, each of four physical dimensions for three sorts of iris flowers. Each of the sorts – setosa, versicolor and virginica – is represented with 50 measurements. This data set is particularly interesting for our algorithm because the latter two classes are not linearly separable and overlap. The overlap is clearly visible in the affinity matrix, where the two last blocks form a larger block. The affinity matrix was computed using a Gaussian kernel with $\sigma = 0.75$, as the distance histogram suggests. Using our simpler algorithm we were able to cluster the data into three clusters, with 10 misclassifications (Figure 6.8). In the prototype vectors’ matrix $\tilde{M}$, graphically represented in Figure 6.8 right, we see that the second and the third entry in the second row are both large, suggesting that the last two clusters form a supercluster. The conductivity matrix algorithm performs equally well. Good results are achieved with $\sigma = 0.375$, for larger kernel widths it easily merges the two overlapping clusters.

The algorithm by Girolami (2002) has been reported to perform better. In ex-
Figure 6.6: Scatter plot of the intersecting ring clusters with dispersion \( \sigma_D = 0.2 \). Circles mark misclustered points.

Experiments, the results could be reproduced only occasionally, strongly depending on the initialization. Often, the algorithm performed considerably worse. This is not surprising since the algorithm is stochastic. The algorithm proposed in this chapter is deterministic, using the principal eigenvectors as fixed initialization for the \( K \)-lines algorithm.

Another real-world benchmark on which we tested our algorithms is the Wine data set (Murphy and Aha, 1994). Similar to Iris, it contains 178 measurements of 13 different variables concerning wine grapes. With our simpler algorithm we were able to cluster data into three clusters with five misclassifications, and to show that they all form a common supercluster (Figure 6.9). Before processing the data, we scaled them by their standard deviation and used \( \sigma = 2.5 \) for computing the affinity matrix. The conductivity matrix algorithm, using \( \sigma = 1.25 \), performs in this case worse, misclassifying 12 points (6.75% of the data set). This is probably due to the high overlap of the clusters, resulting in an unusually high level of connectivity between points, and to the unusually high dimensionality for so little data. The algorithm can be further improved by using a context-dependent similarity measure (Poland and Fischer, 2003).

The algorithm by Ng et al., using \( K \)-means for clustering spectral images, performs somewhat worse. Although occasionally reaching only two misclassifications for the data set from Figure 6.4, depending on the initialization it often produces blatantly wrong clustering, with hundreds of misclassified points. For the two intersecting rings from Figure 6.6 it consistently produces six misclassifications and for the Iris data set mostly between eight and sixteen, but occasionally
6.6 Spectral Clustering of string data

Since spectral clustering relies only on the affinity matrix, it is easy to apply it to string data. Affinity can be defined over a string distance in the same way as for numerical data. It can also be defined as the string similarity, based on some scoring matrix, like PAM or BLOSUM. The former approach has the advantage of non-linearity, controlled by the kernel width $\sigma$, which allows for sharper separation between clusters. The latter can nevertheless be pursued, if $\sigma$ cannot be deduced in a meaningful way.

Spectral clustering of the garbled English words was performed using the negative Levenshtein distance as the affinity measure. A constant term was added to all affinity values, to achieve a non-negative affinity matrix. This approach avoids manually choosing a parameter, like kernel width. As can be seen from the simi-
Table 6.1: Comparison of algorithms performance on different data sets. The middle column shows the number of misclassified points or, in case of stochastic algorithm, the range of observed misclassifications. The right column shows the same numbers as percentage of the set size.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th><strong>Absolute error (range)</strong></th>
<th><strong>Relative error (% range)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Iris</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girolami (reported)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Girolami (measured)</td>
<td>7 – 15</td>
<td>4.7 – 10</td>
</tr>
<tr>
<td>Ng</td>
<td>8 – 69</td>
<td>5.3 – 46</td>
</tr>
<tr>
<td>Simple spectral</td>
<td>10</td>
<td>6.7</td>
</tr>
<tr>
<td>Conductivity spectral</td>
<td>10</td>
<td>6.7</td>
</tr>
<tr>
<td><strong>Wine</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girolami (measured)</td>
<td>12 – 71</td>
<td>6.7 – 40</td>
</tr>
<tr>
<td>Ng</td>
<td>3 – 4</td>
<td>1.7 – 2.2</td>
</tr>
<tr>
<td>Simple spectral</td>
<td>5</td>
<td>2.8</td>
</tr>
<tr>
<td>Conductivity spectral</td>
<td>12</td>
<td>6.7</td>
</tr>
<tr>
<td><strong>Two spirals (double density)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girolami (measured)</td>
<td>153 – 193</td>
<td>40 – 50</td>
</tr>
<tr>
<td>Ng</td>
<td>174 – 192</td>
<td>45 – 49.8</td>
</tr>
<tr>
<td>Simple spectral</td>
<td>192</td>
<td>49.8</td>
</tr>
<tr>
<td>Conductivity spectral</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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Figure 6.8: Clustering of the Iris data set. Left: distance histogram (top); cluster membership chart (bottom). Right: Matrix of prototypical vectors $M$ (black $\equiv 1$, white $\equiv -1$).

Figure 6.9: Clustering of the Wine data set. Left: distance histogram (top); cluster membership chart (bottom). Right: Matrix of prototypical vectors $M$.

Similarity histogram (Figure 6.10), there is only a small number of possible similarity values, due to the simple and integer distance measure used. It is therefore not obvious from the histogram, which similarity corresponds to data from the same cluster.

For the data generated by 50% noise, seven blocks are clearly visible in the matrix, corresponding to nicely enumerated seven word clusters. For the 75% noisy data, the blocks are not so obvious. In both cases, taking a look at the eigenvalues reveals one big cluster (compare with the Sammon mapping, Figure 3.3). However closing up on the remaining vectors, we note that they continuously fall until the seventh, and then remain largely constant. Performing the $K$-lines algorithm in the spectral space leads to a quite good assignment of the data to the clusters, even for very noisy data.

For the hemoglobin data, the BLOSUM62-induced distance measure was applied. As affinity function, a Gaussian kernel was used. The first peak in the distance histogram (Figure 6.11) appears somewhere between 200 and 400. Here,
Figure 6.10: Spectral clustering of garbled English words. Left: Data generated with 50% noise. Right: Data generated with 75% noise. Both columns, top-down: similarity (negative distance) histogram; the affinity matrix $A$; the first 20 eigenvalues; zoom-in into the eigenvalues; predicted cluster memberships.
Spectral clustering also reveals why the five kinase families are so hard to cluster (Figure 6.13). In the distance histogram, the first peak lies around 2500, but the second is not far away, at about 2800. The data are enumerated in the order: AGC, CaMK, CMGC, PTK, OPK. Looking at the affinity matrix, it can be seen that the first two families are actually subclusters of a larger, compact cluster. Also, in the CMGC family, a number of subclusters can be recognized. The transition between PTK and OPK is gradual, and both share similarities with AGC and CaMK families, PTK less then OPK. In both families, further subclusters are recognizable.

A look at the eigenvalues suggest that there are three big clusters. Clustering the data into three clusters puts the AGC and CaMK families into the first, CMGC into the second, and the large PTK family into the third cluster. The OPK family is split between them. A closer look at the eigenvalues shows another drop after the fifth eigenvalue. Clustering the data into five clusters reconstructs the original families with 47 misclassifications. All but one misclassified sequences are from the OPK group. At an even finer scale, another drop can be seen after the eighth eigenvalue. Clustering the data into eight clusters leaves AGC and CaMK families unchanged, but reveals three subclusters in the CMGC family: the CDK group, a cluster containing the ERK (MAP) and GSK3 groups, and a cluster containing the Casein kinase II and the Clk families. Other CMGC kinases are assigned to the first (CDK) group. Also, the PTK group is divided into two clusters, one of the non-membrane spanning protein-tyrosine kinases and the other of the membrane spanning protein-tyrosine kinases. The OPK family is still not well represented, and sequences are assigned to a separate cluster, to CaMK cluster, and to the last CMGC subcluster.

Phylogenetic trees, mentioned in the Introduction in the context of the kinase data set, are also commonly applied in clustering of string data, especially biological sequences. The trees themselves graphically represent similarities between sequences in a hierarchical manner. The sequences are considered leaves of the binary tree, which is constructed by connecting the similar sequences by branches into nodes, and further connecting similar nodes until all sequences are connected.
Figure 6.11: Spectral clustering of hemoglobine data. **Left:** Distance histogram (top); Affinity matrix $A$; Eigenvalues; Cluster membership (bottom). **Right:** Hierarchy matrix $M$ (top); A close-up into the eigenvalues; Cluster membership for five clusters (bottom).
The clustering itself is commonly performed by an expert, who takes not only the sequence similarities into account, but also his knowledge, e.g. about their biological function. Clustering can also be automated, by applying a general agglomerative hierarchical clustering algorithm and cutting the branches when some criterion, like their length (corresponding to the node dissimilarity) is met.

For the presented data set, the result obtained by spectral clustering mostly matches the expert clustering based on the phylogenetic tree (Hanks and Quinn, 1991): AGC and CaMK families are mapped onto nearby branches, close to each other. Inside clusters, long branches – corresponding to a lower similarity – lead to different subclusters of the PTK and CMGC families. The only obvious problem is with the OPK “family”, which is not compact and only characterized by belonging to no other family. For successful automated clustering, an algorithm would have to be explicitly designed to support such cases.
Figure 6.13: Spectral clustering of the five kinase families into five clusters, using $\sigma = 2500$. **Left:** Distance histogram (top); Affinity matrix $A$; Cluster assignment. **Right:** Hierarchy matrix $M$ of the data (top); First 20 eigenvalues; A close-up into the eigenvalues (bottom).
Chapter 7

Conclusion

The pattern recognition algorithms for strings presented in this thesis have been obtained by defining numerical measures – distance, average, and kernel – for strings and applying them in well-known pattern recognition algorithms for numerical data. Defining numerical measures for strings involves problems not present in numerical data: The computational complexity is much higher, and for computing the average, no efficient algorithm exists, so approximative heuristics must be applied. Even more, since strings are discrete structures, an unambiguous solution does not always exist.

Nevertheless, the experiments show that pattern recognition algorithms can be successfully applied for strings. For simple, usually two-class data sets, Sammon mapping provides already a good insight into the data structure. For complex sets, the mapping dimensionality suitable for visualization is often not powerful enough to capture the structure. More information can be provided by clustering algorithms. Here, the spectral clustering is obviously superior to $K$-means and SOM and thus the most promising.

For classification, LVQ produces prototypes representing the classes. But, as the experiments show, more prototypes per class normally do not cover the classes uniformly. Instead, one prototype is usually responsible for the largest part of the class, whereas others cover the outliers. If the prototypes themselves are not interesting, but only the classification matters, two other algorithms are a good alternative. Depleted nearest neighbor is simple and fast, and produces the set of boundary prototypes sufficient for classification. However, it is only a heuristics, with no established theoretical properties or performance guarantees. In its simple form it performs the perfect classification of the training set, thus bearing the risk of poor generalization. By setting a training parameter this behavior can be modified, but only indirectly.

More complex and computationally intensive are support vector machines. They are theoretically founded and can be applied to strings by defining the kernel
over string similarity or distance. Like depleted nearest neighbor, they produce the set of boundary prototypes – the support vectors – and, in addition, assign a weight to them. Their generalization ability can be directly influenced by the choice of parameters.

Many of the algorithms used in this thesis rely on a distance measure. However, recent developments (Fischer, 2003) show that at least some of them can be defined simply over a similarity measure, thus circumventing some of the problems involved with distance. Algorithms in this thesis were tested on artificial data and data from molecular biology. However, potential application fields for string pattern recognition algorithms are much wider. One field, speech recognition, has already been mentioned in the Introduction. Also, various applications in social sciences are imaginable. For instance, one could code sequential behavior steps as a string of symbols, each representing a step. An example of such steps would be: seeing an advertisement, inquiring about the product, visiting the manufacturers web site, seeing someone having the product, buying the product, and so on. Analyzing the sequences of a large set of people could help companies optimize their marketing strategies. Numerous other examples can also be given. It can be therefore expected that pattern recognition for symbol strings will be intensively applied in the future.
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